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INTRODUCTION

This report, the eighty-first in a series of

quarterly progress reports issued by the Research

Laboratory of Electronics, contains a review of the

research activities of the Laboratory for the three-

month period ending February 28, 1966. Since this

is a report on work in progress, some of the

results may not be final.
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A. MINIMUM DETECTABLE POWER IN SUPERCONDUCTING BOLOMETERS

There is considerable interest in the development of sensitive, high-speed detectors

for the far infrared portion of the electromagnetic spectrum. This is a particularly awk-

ward energy range for the usual types of quantum detector (photomultiplier, photocon-

ductor, etc.} because at these frequencies individual quantum events are completely

masked by the statistical fluctuations associated with thermal equilibrium at ordinary

temperatures. At cryogenic temperatures, on the other hand, the ultimate sensitivity

of both quantum and thermal detectors is increased by several orders of magnitude.

Thermal detectors have the added advantage that their response is not characterized by

an absorption edge. The successful use of superconducting bolometers for the detection

of far infrared lattice vibrationsl' 2 has stimulated an interest in examining their theo-

retical capabilities as sensitive, high-speed, far infrared detectors.

1. Sources of Noise in Radiation Bolometers

The ultimate sensitivity of a radiation bolometer is set by three noise processes:

temperature noise, Johnson noise, and current noise. The first two can be easily

derived from fundamental considerations. Temperature noise is determined by the

statistical nature of thermal equilibrium within the sensing element of a thermal

detector. Johnson or Nyquist noise is the manifestation of voltage fluctuations at the

terminals of a conductor arising from the random motion of charged carriei-s. Current

noise, on the other hand, is much more complex. Since it is produced by processes

that cannot be adequately observed, it is usually determined empirically. Each

of these noise processes has been treated in considerable detail by Smith, Jones,
3

and Chasmar.

The mean-square values of statistically independent fluctuations are additive, and

the rms noise power arising from the three processes is given by

#

This work was supported by the Joint Services Electronics Programs (U. S. Army,
U.S. Navy, and U.S. Air Force} under Contract DA 36-039-AMC-03200(E).
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1/z

_//W2m = _-I[4kT2G + 4kTR SR2i2._ (Af)1/2 watts (1)r2 + _f'3

The first term in the bracket on the right is the contribution of thermal noise; the

second, Johnson noise; and the third, current noise.

Let us now define the symbols appearing in Eq. 1: E is the emissivity of the

receiving area of the bolometer; k (joules/°K) is Boltzmarm's constant; T (°K) is the

absolute temperature; G (watts/°K) is the thermal conductance of the receiving area of

the bolometer to its surroundings; R (ohms) is the electrical resistance of the bolom-

eter; i (amps) is the current flowing through it; f (sec -1) is the noise frequency; and

Af (sec -1) is the bandwidth over which the noise is observed. The quantity S is an

intrinsic structure parameter related to the geometry, material, crystal structure,

purity and strain state of the conducting element. This is a complex factor that is usu-

ally determined empirically.

The quantity r is the responsivity of the bolometer. It is given by

r = FERia volts/watt, (2)

Ge(l+c 2T2 ) 1/2

where F is the "bridge factor" given by

R_
F ----

R+R_'
(3)

and RI_ (ohms) is the load resistance connected to the bolometer. The temperature

coefficient of resistivity a is defined as

1 dR OK-1.
a = R dT (4)

The effect of Joule heating within the bolometer produced by the biasing current i is

to alter the thermal conductance to an effective value given by

-'2/'R'_ - R) watts/°K. (5)G e = G- ar_l tRt_ +

It should be clear from Eqs. 2 and 5 that the stability of the bolometer is closely allied

to its operating conditions. If, for example, Rt_ > R and the biasing current i is

increased to the point where G e vanishes, Eq. 2 becomes singular and a thermal run-

away condition develops. Within the stable portion of its operating range, the respon-

sivity of a bolometer can be easily adjusted by varying the biasing current i and the load

resistance RI_.

Referring to Eq. 2, the quantity _ = 2_rf (sec -1) is the angular frequency of the signal,

QPR No. 81 2
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and the quantity T (sec) is the thermal time constant of the bolometric element.

v = C/G sec (6)

The thermal capacity of the bolometric element is

C = PCvAd joules/°K, (7)

where p (gms/cm 3) is the density of the conducting element, C v (joules/gm°K} is its

specific heat, A (cm 2) is its area, and d (cm) is its thickness.

Referring to Eq. 1, we wish to point out that the current noise spectrum is the only

one that is a function of frequency. This f-1 law was found experimentally to hold over

a wide range of frequencies in carbon resistors3:

10 -3 < f < 104 . (8)

But clearly an integration over this noise spectrum would yield a logarithmic singularity

at the origin, so it must be conceded that the f-1 behavior does not apply at all frequen-

cies. Nevertheless, over the region of practical interest it is likely that current noise

could be reduced to a tolerable level by chopping.

Both Johnson and current noises are inversely proportional to the responsivity r.

Since the responsivity is directly proportional to the thermal coefficient of resistance a

(see Eq. 2), materials with sufficiently high coefficients a can be utilized to effectively

eliminate all noise contributions other than thermal noise. Since thermal noise is pro-

portional to the absolute temperature T, the motivation for working at cryogenic tem-

peratures is clear.

It may be argued that fluctuations in signal or background radiation introduce prob-

lems that transcend considerations of the ultimate sensitivity of a detector. We readily

concede that there may be situations in which the ultimate detector sensitivity may be

an irrelevant issue. Nevertheless, we maintain that an accurate knowledge of the Wiener

spectra of the radiation of interest should suggest signal-processing techniques (such as

chopping or filtering) that substantially reduce such fluctuations to the point where the

ultimate detector sensitivity remains a relevant issue. These considerations are con-

siderably more specialized and are outside the scope of the present discussion.

2. Superconducting Bolometer

In normal metals the necessary conditions of high a and low operating temperature T

are mutually exclusive. But the superconducting transition exhibits enormous values for

a at transition temperatures that can be driven arbitrarily close to absolute zero by

means of an external magnetic field. Suppose, for example, we were to approximate the

superconducting transition by the following function:

QPR No. 81 3
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fl F ITc-TI77-1p(T) = Po +exp L A_c if

This function is sketched in Fig. Iol.

P(Tc) = 00/2,

ohm cm.

The transition temperature T
C

(9)

°K) is defined by

(lO)

where Po is the limiting resistivity at absolute zero in the corresponding

The width of the superconducting transition AT c (°K) is so defined that

normal state.

Po

P(Tc-ATc/2) = I +----_= 0.27Po (ii)

and

P(Tc+ATc/2 ) _ Po - 0.73Po.
l+e

(12)

In this approximation, evaluation of a(T c) from Eq. 4 yields

-1
a(Tc) = (ATe) (°K) -I. (13)

The transition width AT c is a complex function of metallic purity, perfection of crystal

structure, mechanical strain, bias current density, and applied magnetic field. In alloys

p(T)

Po

I Tc
I
I

A Tc
I

Fig. I-1.

•_ T

Temperature dependence of the
resistivity of a superconductor.

The quantity Po (ohm cm) is the

limiting resistivity at absolute
zero in the corresponding nor-
mal state.

AT may amount to several degrees Kelvin. On the other hand, AT has been measured
c c 4

in extremely pure, unstrained single crystals of tin at very low current densities.

Values as low as 5 × 10 -4 have been observed, and the authors remarked that even these

finite widths may have been caused by small, mechanical strains existing in their

samples.

In the approximation of Eq. 9, the corresponding coefficient of resistivity for the tin

samples of de Haas and Voogd would amount to

a(T c) = 2 X 103 °K -1. (14)
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But the values of a that have actually been observed in superconducting bolometers 3' 5

are in the range 2-100°K -1.

The effective suppression of Johnson noise in a superconducting bolometer by the

enormous value for a inherent in the superconducting transition has been experimentally

demonstrated by Andrews. 6 With an observed a = 50°K-I, the ratio of Johnson to ther-

mal noise was found to be 0.12.

Probably the most sensitive superconducting bolometer that has been demonstrated

is that of Martin and Bloor. 5 The observed minimum detectable power was somewhat

less than 10 -12 watt in the far infrared within a bandpass of 10 -1 sec -1 The observed

signal was one hundred times larger than that observed by means of a Golay cell. Martin

and Bloor remark that their noise level was actually set by their amplifier and, in fact,

their calculated value for the bolometer was 3.5 × 10 -14 watt with a bandpass of

10 -1 sec -1 The extremely long thermal time constant (1,25 sec) of this bolometer,

however, precludes its utility in many practical applications.

3. Thermal Boundary Resistance

Recent experiments on the propagation of heat between dissimilar solids 7 at low tem-

peratures have revealed that a temperature discontinuity develops at the interface which

is proportional to the normal component of the thermal flux. The magnitude of the tem-

perature discontinuity is proportional to the so-called "thermal boundary resistance" R*

(°K cm 2 watts -1) which is defined by

_= /t_AT
R* watts, (15)

where Q is the rate of flow of thermal energy, A (cm 2) is the area of the interface, and

AT (°K} is the magnitude of the discontinuity developed at the interface.

Experiments on the thermal boundary resistance have resulted in an empirical rela-

tionship describing the temperature dependence of R*.

R* 2= _T -n °K cm watts -1. (16)

The exponent n is dependent upon the nature of the interface, but it is usually very close

to 3. The numerical factor _ (cm 2 °K n+l watts -1) is also related to the nature of the

interface and to the particular materials in contact. Typical values range between 0.3

and 30. The lower values are for intermetallic interfaces; the higher values are usually

associated with metal-insulator interfaces.

Since the defining equation for thermal conductance G is

(_ = GAT watts, (17)

QPR No. 81 5
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upon comparing Eqs. 15 and 16, we have

G = AE-1T n watts °K -1. (18)

4. Recent Experimental Developments

The thermal boundary resistance phenomenon has suggested a novel approach to the

design of high-speed thermal detectors. A thin film (~1000 /k) of a superconducting metal

such as indium is evaporated directly upon a single-crystal substrate such as sapphire,

which exhibits unusually high thermal conductivity at cryogenic temperatures. The ther-

mal conductance between the film and substrate is sufficiently high to provide an

extremely fast thermal response time. On the other hand, the sensitivity of the device
8

in narrow-band applications is competitive with the best radiation detectors available,

and is not limited to any particular portion of the electromagnetic spectrum.

Returning to the expression for the minimum detectable power (Eq. 1), let us assume

that the thermal coefficient of resistance a is sufficiently high so that the thermal noise

contribution dominates. Substitution of Eq. 18 in Eq. 1 yields

Sm= £ (Af) 1/2 (19)

The thermal boundary resistance of an indium-sapphire interface has been measured

by Neeper and Dillinger. 7 Their experimental value is given by

R* : 26T -2"8 oK cm 2 watt -1. (20)

The transition temperature 9 of indium is 3.4 °K. Assuming a perfectly absorbing surface

(suitably blackened with _ = 1), we evaluate the minimum detectable power of an indium-

film bolometer with an effective area of (0.25 mm) z, deposited upon a sapphire sub-

strate, and connected to an amplifier with an effective bandwidth of 1 cps. Equation 19

yields

%/_m : 7 X 10 -13 watts (indium). (21)

This value is approximately equal to that measured by Martin and Bloor 5 for their tin

bolometer.

Equation 19 indicates that considerable advantage is secured by low-temperature

operation. Consider a zinc-film bolometer 9 with a transition temperature of 0.92 °K.

Since no experimental thermal boundary resistance data are available for zinc-sapphire

interfaces, we shall approximate the value with Eq. 20. The minimum detectable power

for a zinc-film bolometer, evaluated under the same conditions as those for indium

(Eq. 21), is
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%/_m = 1. Z X 10 -14 watts (zinc). (22)

Thus, by lowering the temperature Z. 5 °K, nearly two orders of magnitude are gained in

theoretical sensitivity.

The theoretical thermal time constants of these bolometers can be evaluated from

Eqs. 6, 7, and 18. The low-temperature specific heat of a metal can be represented by

NT -1 OK-1C v = _T 3 +_-joules gm (23)

_ 1941 joules gm -1 °K -4, (24)
W03

where N (joules mole -1 °K -z) is the coefficient of the electronic specific heat, _ repre-

sents the lattice contribution, W (gins mole -1) is the molecular weight, and 8 (°K) is

the Debye temperature. Experimentally determined values of the constants _ and

have been tabulated in Rosenberg. 10 The resulting expression for the thermal time

constant of a superconducting film bolometer deposited upon an insulating crystal

is given by

Equation 25, evaluated for indium and zinc films, 1000 A thick, deposited upon a sapphire

substrate, yields

T = 35 n sec T = 22 n sec. (26)
(indium) (zinc)

These time constants indicate a degree of performance that greatly exceeds that of

the more conventional thermal detectors.

J. M. Andrews, Jr.
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B. FERMI SURFACES OF GALLIUM FROM SIZE EFFECT

The wave vectors corresponding to the cross section of the Fermi surfaces have

been found for gallium single crystals whose normals are along the b and c axes (see

Figs. I-2 and I-3). The experimental techniques used for these measurements were
1

similar to those reported previously.

The signal obtained in these experiments has a complete line shape. The magnetic

210 ° 150°

150° 180° 210 °

\

2400 _20 °

120° 2400

27oO 4 x 10 7 cm -I
90°

90° 270 °

300° 60 °

60 ° 300 °

330° 0 30 °

30 ° 330°

Fig. I-2. Wave vectors for b crystal.
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210 ° 150 °

150o 18_° 210 °

240o 120°

120° 2,40°

270 ° cm

90° 90°

270 °

300 ° 500

60° 300 °

3300 0 30 °
30 ° 330°

Fig. I-3. Wave vectors for c crystal.

field dependence of the signal as the radiofrequency changes was used to ascertain the

portion of the curve for determining the external Fermi surface wave vector in terms

of the magnetic field and the thickness of the sample. The portion of the line shape which

had the smallest shift of magnetic field with frequency is identified in these curves as

the orbit corresponding to the thickness of the sample. Although the line shape is not

well understood, these data may be used with some confidence.

A. Fukumoto

1o
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A. TEMPERATURE DEPENDENCE OF THE MICROWAVE EMISSIVITY

OF NaC1 SOLUTIONS

Satellite-borne microwave sensors designed to probe the atmosphere will have sea

water as a background over two-thirds of the earth's surface. It is therefore important

to know its microwave properties.

The emissivity of sea water depends upon a number of factors, notably wavelength,

temperature, viewing angle, and salinity. Based on measurements of the complex die-

lectric constant of NaC1 solutions by Collie, Hasted, and Ritson 1' Z the temperature

75 __

70 m

65 --

o_

6O m

i

55 i

NADIR ANGLE: b0 ° _,_60 o_'r_

POLARIZATION: NORMAL TO PLANE

OF INCIDENCE

k = 10 cm .

I I I I I

270 275 280 285 290 295 3(]0 305

SOLUTION TEMPERATL2RE (T°K)

Fig. II-1. Microwave brightness temperature of salt water (0.66 m/l)
as a function of thermometric temperature, viewed 60 ° from

the surface normal with the observed E parallel to the surface.

*This work was supported principally by the National Aeronautics and Space Adminis-

tration {Grant NsG-419 and Contract NSR-22-009-1Z0); and in part by Lincoln Labora-
tory Purchase Order No. 748.
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(II. RADIO ASTRONOMY)

dependence of a 0.66 m/1 NaC1 solution has been calculated. A sample is shown in

Fig. II-1 for 1-, 3-, and 10-cm wavelengths, with a viewing angle of 60 °, and polarization

normal to the plane of incidence. The important feature at smaller wavelengths is the

partial compensation of increasing thermometric temperature by decreasing emissivity.

This result will be helpful in reducing the uncertainty of determining the sea surface

brightness temperature at these wavelengths.

N. E. Gaut
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B. MICROWAVE ABSORPTION MEASUREMENTS OF THE TERRESTRIAL

ATMOSPHERE

Observations of sunlight extinction by the atmosphere at five frequencies around the

1.35-cm water-vapor spectral line are now in progress. The present data are being

collected to provide information during winter meteorological conditions to supplement

26 27 28

FREQUENCY ( Go/see )

I I I
33

Fig. II-2. Zenith atmospheric attenuation near the water-vapor resonance
at 22.23S Gc/sec (1.35-cm wavelength observed on two days with
quite different water-vapor distributions.
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the data taken last summer. The ultimate goal of the program is to develop inversion
techniquestha_will relate the microwave extinction spectrum to the total water vapor
and its vertical distribution.

Thusfar, 36 sunsetshavebeenmonitored from the 28-ft radio telescopeat Lincoln
Laboratory, M.I.T. Thirty-three of these observations haveaccompanyingradiosonde
information. The radiosondeshavebeenlaunchedeither at the Reservoir Hill Launch
Facility at Hanscom Field, or at M. I. T in Cambridge, for the most part within the
periods of the sunobservations.

Figure II-2 shows two extremes for the water-vapor spectral line obtained on the
dates noted.

N. E. Gaut, D. H. Staelin

C. MEASUREMENTSOF CONTINUUMRADIATION FROM COSMIC RADIO
SOURCESAT THE HAYSTACKRESEARCHFACILITY

The Haystack Research Facility has been described by H. G. Weiss, in Lincoln
Laboratory Technical Report 365. A cursory description of the radiometric system was
given in Quarterly Progress Report No. 78 {pages27-35).

1. Absolute Flux Measurements

The antennatemperature TM(0', _') measuredwith anantennaof effective aperture
A(0-0', _-_'), directed toward 0', _', is expressedby

._ A(0-0', _-@')T{0, ¢) d_2, {1)
1

TM(O" _') = _2
47r

where k is the wavelength of observation, and T(0, _) expresses the brightness of the

surroundings in direction e, _. Ifthere is a source of radio emission contained within

the solid angle 12S, one may write

T(e, ¢) = TB(e, 4) +Ts(e, _),

where TB(0, _) contains the "background" radiation, from the atmosphere, the ground,

and so forth, and TS(e, _) represents the source. T B extends over 4,r steradians, while

T S is presumed to be zero outside of _S" Rearranging (1), we have

1 _ A(0-0',_-_') TB(0, _) di2
TA(0', _') = TM(0' ,_') -

4_

= k2 Ts(e' ¢) A(e-e', #_-_')d_. (2)

source 12S
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TA(e', _'} is the measuredantennatemperature after base-line subtraction. It is usual

to express A{_2}= nAgf(e), where 1"1is the antenna efficiency, Ag is the geometric area
of the aperture, f(e) is the antenna polar diagram, and f{0) = 1.

If the source distribution is contained within a solid angle much smaller than the

antenna half-power beamwidth and the antenna is pointed directly at the source, then (Z)

evidently reduces to

1
J TB(fl) de.T A = _ nAg

e S

(3)

The total flux of a cosmic radio source received at the Earth's surface is given by

2kS
Sv = _ TB(e ) de; (4)

flS

consequently,

Sv = ZkTA

nAg " (5)

A standard cornucopia horn antenna, 1 manufactured by Bell Telephone Labo-

ratories, Inc., was procured for flux measurements at the Haystack facility. The

,NE I0 3

'0

J

0 102

o

(K

10 4 -- CASSIOPEIA A

]Z RADIO SPECTRUM

(1964.4)

o

_x

!lg

to , , I,,I,,] , , ] =,I,,l I , , ,,,,,L
I0 z 103 i04 105

FREQUENCY(MHz)

Fig. II-4. The radio spectrum of the strong
source in Cassiopeia. O = other
measurements. • = present
measurements.

effective aperture area ,lAg has been

measured on the antenna test range at

Lincoln Laboratory, and the results

agree well with the theoretical calcula-
Z

tions. The horn antenna is mounted

as a transit instrument (movable in

elevation along the local meridian) and

may be directly connected to the radio-

metric instrument box when it is

removed from the lZ0-ft antenna.

Figure II-3 shows the installation.

This antenna was used for transit drift-

scan observations of the strong radio

sources in Cassiopeia and Taurus at

8. Z5 GHz during January 1966. Data

from a single drift scan were recorded

on punched paper tape, along with

appropriate noise-tube calibrations,

and subsequently were analyzed by
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Fig. II-5. The radio spectrum of the strong
source in Taurus. O = other

measurements. • = present
measurements.

computers. Drift scans were taken at

slightly different elevations on succes-

sive evenings, and the final antenna

temperature was determined from the

peak point of all observations. This

was corrected for atmospheric extinc-

tion, equipment losses, and nonlinearity,

and converted to a flux value by using

Eq. 5. A complete description of the

observational technique, the method of

data reduction, and the measurement

of the equipment effects will be given

in a future progress report, together

with the final numerical results. The

result for the observations of Cas A is

compared with the measurements of

other observers in Fig. II-4. The

antenna temperature measured on

Taurus must also be corrected for the

linear polarization of the radiation. This quantity was measured with the 120-ft antenna

by using a technique that is described below. The results for Taurus are compared with

other work in Fig. II-5.

2. Observations with the 120-ft Paraboloid

In order to correctly interpret measurements of antenna temperature with the 120-ft

antenna, it is, of course, necessary to know the characteristics of the antenna. The

instrumental effects of radio-astronomical interest are the antenna efficiency and the

instrumental polarization, and possible elevation dependences of these quantities.

a. Antenna Efficiency

When the cosmic radio source has an angular size of the same order of magnitude as

the angular size of the antenna beam, Eq. 5 is not valid. One of two things may be done:

The source may be modelled and a correction factor to the antenna temperature T A may

then be calculated or a contour map of TA(e', ¢') may be integrated. The former tech-

nique proceeds as follows: from Eq. 2, when the antenna is pointing directly at the

source,

Ag
f(_) TS(_ ) d_2.

T A = k2
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One then models the source: TS(12)= Tog(12}, where g(12} is some function such that

g(0) = 1. Hence, from Eq. 4,

But,

ZkT°
S v - kZ

_S

g(_2) d_2.

nAg

2kT A =-_ 2kW ° _ f(12) g(i2} d_2.

_S

Consequently,

2kT A

n = S---A--
v g f f(_) g(_) d_

_S

(6)

For future reference, we define

g
S = _ g(_)d_2

_S

and

g
M = .I f(_2)g(12)dfL

_S

If the antenna pattern is known, then 'l is defined when the source model is specified.

On the other hand, the second method, or integration technique, proceeds as follows:

, > _2S then upon integratingFrom Eq. Z, if TA(e' @') is known over some region _m

TA(e', _') over this region, we have

= I _ _ A(ft-_')TB(f2)dftdf2'. (7)TA(ft') dft' kZ

_2m _2m _2S

But

A(_2) d_= ,IAg _ f(_2)df_.

f_ _2
m m

Let us define fiB = f f(12) dfl.
f2

m

Equation 7 then reduces to
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2k2k _ TA(_')di2' k_-

12m _S

consequently,

TB(_ ) d_2 nAg_ B = Sv_Ag_2B;

2k I TA(12')d_2'

_S

= SvAg_B (8)

The advantages of the second technique are that it is independent of models of the radio

source, and only the integral over part of the antenna polar diagram is required.

The first technique has been applied to calculate the antenna efficiency of the 120-ft

paraboloid by using the values of radio flux measured with the cornucopia horn at

8.25 GHz.

Results from Cas A

The following model is suggested by high-resolution interferometer studies3: A ring

of emission of diameter W = 4.0 ft and thickness d <<W. The antenna beam is modelled

as a circularly symmetric Gaussian with full width at half-power of 4.2 ft. The last

assumption is supported by observations of the weak point source 3C273. These assump-

tions yield S/M = 1.82, and antenna efficiency '1 = 0.31 + 0.02 at 40 ° elevation.

Results from Tau A

The Taurus model 4 is a two-dimensional Gaussian, 4.2 ft × 2.6 ft; the flux is polar-

ized 8% at 147 ° as will be described subsequently. This yields S/M = 1.63, and antenna

efficiency '1 = 0.29 + 0.02 at 40 ° elevation.

The close agreement is probably deceptive; the results are very dependent on the

source model parameters. Besides the fact that few observers agree on a satisfactory

model, it is known that the structure of a source generally depends somewhat on fre-

quency, so that models based on low-frequency observations are hazardous. Plans have

been made to apply the second method for a more reliable estimation of _.

Measurements of 2% precision have been made of the elevation dependence of the

antenna efficiency. Results of observations of peak antenna temperature made on a num-

ber of strong sources are compiled in Fig. II-6. No azimuth dependence of the antenna

efficiency >0.01% has been noticed. The measurements on each source are corrected

for atmospheric extinction and normalized to 40 ° elevation. The ordinate of Fig. II-6

may be identified with the antenna efficiency relative to 40 ° elevation. The general

shape of the curve is understandable as sag of the subreflector at the prime focus, and

a slight movement of the instrument box as the antenna is raised in elevation, both

effects tending to alter the focal length of the antenna.
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b. Instrumental Polarization

Measurements of the linear polarization of the radiation from cosmic sources is usu-

ally made by rotating a linearly polarized feed horn of the antenna, and determining the

constants in the equation

T(A) = TA(I + p cos 2(A-_)), (9)

where

T A = average antenna temperature

p = fractional linear polarization of the source

A = parallactic angle of feed (position angle of E on the celestial sphere)

= parallactic position angle of the polarized component of the radiation from
the source.

Unfortunately, such measurements are usually contaminated by two effects: base-

line shift caused by rotating antenna sidelobes picking up the partially polarized radiation

from the earth, and an apparent dependence of the antenna efficiency with feed angle.

The first problem can be overcome by suitable choice of observing techniques; the

second can be measured by observations on a cosmic source of unpolarized radio emis-

sion. After many attempts, we conclude that the following observing technique allows

unambiguous separation of these two effects; it consists essentially of always using the

120-ft antenna as if it were polar mounted. Although such a technique is hardly new in

QPR No. 81 19



(II. RADIO ASTRONOMY)

Fig. II-7. Example of the effects of varying radome spaceframe aperture
blockageon the measurementsof a weak source.

radio astronomy, it seemsespecially useful for antennasin radomes. Data taken when
the antennais tracking a source is corrected by subtracting data takenwhile the antenna
is tracking the sky over exactly the sameplace on the radome. The usefulness of the
techniqueis quite clear from Fig. II-7. In region i, the sky is tracked at the sidereal
rate a few half-power beamwidthsaheadof the source. Onethen waits until the position
of the earth brings the source into the sameplace on the radome, andthen the source
is tracked. In region 3, a measurement (againover exactly the samerange of azimuth
and elevation) is taken after the source has moved away. All three observations are
madeat the same feed angle, designated"40" on the chart. The arrows indicate features
about4 times the r. m.s. noise that seems to appearat the same azimuth and elevation
eachtime, thereby suggestinga varying amount of aperture blockageattributable to the
radome struts. Figure II-7 also showsthe base-line changeas the feed is rotated. As
point a, the feedwas rotated from "0" (0°) to "20" (36°). Note the changein base line.
At b, the rotation from "20" to "40" (72°) would have put the observation off the chart,

and the recorder level was readjusted.

The apparent dependence of antenna efficiency with feed angle was investigated by

making observations of the type just described as a series of different feed angles on the

strong unpolarized sources Cas A and Orion A: A compendium of data indicates that the

parameters of Eq. 9 (where A is now the feed angle in "az-el" coordinates) are 100p =

1.05 + 0.2, @ = 146 + 3 ° measured eastward from north on the celestrial sphere. There

is some indication of a very small variation of these quantities with elevation and, per-

haps, azimuth, the origin of which is not yet fully understood. Further observations are

planned.

c. Observations of Other Cosmic Sources

Now that we are beginning to understand the instrumental effects, the original

task of observing the flux and polarization properties of radio sources is being taken
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up again. The strong radio source in Taurus and a weak source in Perseus were the

first candidates, and the results at 8. Z5 GHz are tabulated in Table II-1. Angular size

Table II-1. Results of observations.

Peak Antenna Position Angular Radio
Temperature Polarization Angle Size (a) 5 Flux

(%)

Taurus A (3C144) 37.65 • 0.03 °K

Perseus A (3C84) Z. 51 • 0.01 °K

8.0•0.4

<0.3

147 • 4 ° Z. 8'

-- <30"

Z. 5' 567 • 50

1.3' 18• 3

is measured in minutes of arc. The units of radio flux are 10 -26 watt m -z Hz -1.

The results for Taurus are in good agreement with the work of other observers,

especially the observations of Gardner 5 at 6 cm, using an antenna having nearly the same

half-power beamwidth as the Haystack antenna.

The radio source Perseus A has been identified with the peculiar galaxy 6 NGC lZ75,

and is observed to have a curious spectrum of positive spectral index 7 above 3 GHz. The

present measurement confirms this, and we may add, first, that the radiation is essen-

tially unpolarized, second, the source is less than 30 seconds of arc in right ascension

and has a width of approximately 1.3' in declination. The last results have not been

reported before, and are important to the models of the physical processes responsible

for the radiation.

R. J. Allen, A. H. Barrett
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D. OBSERVATIONS OF THE MOON

Radiometric observations 1 of the moon were made during the summer of 1964 with

the Z8-ft paraboloid antenna at Lincoln Laboratory. The first series of observations
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was conductedbetween June 15th and August 15th, 1964, using a five-channel Dicke
radiometer.Z The channelswere centered at 3Z.4, Z9.5, 25.5, 23.5, and Zl. 9 GHz. A

total of 340 drift scans of the moon was taken on 15 different days. Typical shift scans

through the center of the moon are shown in Fig. II-8.

Because of the moon's rotation, the temperature of every point on its surface can be

expressed as a Fourier series with a fundamental period of Z9.53 days. The brightness

temperature is usually modelled as

TB(O, __,f,t) = T B + cos I/4 9. _ T B (f)
o n

n

cos (nc0t-nS-_n(f)),

where 0 and _ are the selenographic longitude and latitude, and f is the frequency of

observation. The quantity measured by the antenna is the antenna temperature, which

is the convolution of the antenna pattern with the source brightness temperature. The

antenna smoothing was not severe, since the half-power beamwidth is 5.0 minutes of

arc at 3Z. 4 GHz, while the diameter of the moon is approximately 30 minutes of arc.

The Fourier components T B and _n were deduced from the shapes of the drift scans
n

taken through the center of the moon over two lunar periods. This method is more

_a

o_

<
Z

Z
Lu

<

• • PHASE = 92 °

• • • PHASE = 34 °

• • • • • • • • •

J .i [ I l l i .  P.ASE:-7 °
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POSITION ON MOON ( ARBITRARY SCALE )

Fig. II-8. Average of three drift scans taken on three different days.
Phase angle is measured from full moon. Amplitudes have
been scaled to give center temperature of 217 °K.
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Fig. II-9. Slopes of central region of drift scans vs phase. Curves
are two harmonic Fourier series. Notice that the second

harmonic of the slope, which is proportional to the second
harmonic of the brightness temperature, is necessary for
a good fit of the data.

accurate than the customary technique of analyzing the magnitudes of the drift scans.

The center temperatures of all scans were normalized to 217 °K and the 9 central data

points of each were fitted with a straight line using a minimum-square-error criterion

as shown in Fig. H-8. Figure II-9 shows the slopes for 4 of the channels as functions

of the lunar phase. These slope functions were Fourier analyzed. The Fourier coef-

ficients obtained are proportional to the Fourier coefficients of the brightness distribu-

tion. The values obtained for TB1, T,B 2, 41, and @2 are listed in Table II-Z. These

values are essentially independent of the lunar model used. This is the lowest frequency

at which the second harmonic has been measured.
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(II. RADIO ASTRONOMY)

The first-harmonic amplitude yields the value

P_ eZ - 6900

at 32.4 GHz. Here, p, s, and K are the density, specific heat, and thermal conductivity

in cgs units, 6 is the dielectric constant and a is the conductivity in mhos per meter.

Table II-2. Measured values of Fourier coefficients of the Moon's

brightness temperature.

Frequency

(GHz)

21.9

23.5

25.5

32.4

T B
O

(°K)
(assumed)

217

217

217

217

TB 1 d21

(°K) (°)

21±2 41±5

22 48

25 42

29 41

TB Z ¢2

(OK) (o)

5+1 38+5

6 31

6 40

8 38

TB 3

(°K)

<1

<1

<1

<1

This assumes a homogeneous surface with parameters independent of temperature. The

thermal inertia, (Kps) 1/2, has been found from lunar infrared observations to be 0. 001

(CGS) which is characteristic of material having very low density and thermal conduc-

tivity. Taking p = .Z grams/cm 3, K = 2.5 × 10 -6 cal sec -1 cm -1 °K-l, s = .2, and

E = 1.5 it follows that a = . 05 mhoes/meter. This is consistent with very dry sand. The

second harmonic data does not give a clear distinction between the homogeneous and

stratified surface models.

12 --

10 __

8 --

% 6 __
.<

.3
4 --

2 __

0 •

• EDGE •

• 1 •• i I I I I I " 1_
4 8 12 16 20 28

POSITION FROM CENTER OF MOON ( minutes of arc)

Fig. II-10. Horizontal minus vertical polarization antenna temperature obtained
August 4, 1964. Central temperatures have been scaled to 217°K.
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. {II. RADIO ASTRONOMY)

The other set of observations was conducted at 35 GHz using the Lincoln Laboratory

radiometer on the same 28-foot antenna. Drift scans were taken through the center of

the moon near transit with polarization alternately parallel and perpendicular to the plane

of incidence on successive scans. The antenna temperatures recorded with orthogonal

polarizations differ because the emissivity of the surface depends on the polarization of

the radiation as well as the angle of incidence. Figure H-10 shows the average differ-

ence between three pairs of scans.

Models for the lunar surface were generated on the computer by assuming that it

• 1 .. 2 _2 . 3 ... 4 .13 17 lg 17 . 12 . b .. 3 :. 2 ....... 1 ...... 1.

5 8 9 " i2 -- 17

5 8 _ 13 25 62

30 5[ 70 75 69 47

181 186 183

25 I1 7 5 3

.59 20 .........7 ..... 4.

7 12 25

8 13 .. 27

76 197 216

227 223 16 2C

76 - 23 ...... e-

llo ..... 16 6_

9 15 .... 68 1 180

247 0 236 22

_48 245 233 73 18

8 17 72

6 ...... 12 .. 55

" 6 " "I0 _ I

..6 ..9 29

191

172

2_6,

181

96 17

Fig. II-11. Antenna temperature distribution obtained on November 27, 1964. Grid

spacing, 2.69 minutes of arc; lunar phase, 100°; frequency, 35.0 GHz;

antenna beamwidth, 4.4 minutes of arc.
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(II. RADIO ASTRONOMY)

consists of randomly oriented smooth facets whose normals are gaussianly distributed

about the local normal. The expectation of the Fresnel reflection coefficients for each

point on the moon were computed. If a is the angular deviation of the facets and E is

the dielectric constant, then the data in Fig. II-10 are consistent with the following

parameters-

6

0 o 1.5+ .1

15 ° 1.7

30 ° 2.3

These results do not conflict with the value of Z. 8 for the dielectric constant obtained

from the radar experiments at 68-cm wavelength since the radar reflection may come

largely from the denser substratum.

Many drift scans were taken over the entire lunar disk with both radiometer systems

in order to map the temperature distribution at various phases. Figure II-11 shows a

map made from 10 scans at 35.0 Kmc/s spaced at 3 minutes of arc intervals. It was

made eight days after full moon while the left half of the disk was still sunlit.

We are indebted to Mr. J. Freedman and Dr. J. Cogdell for making available the

facilities at Lincoln Laboratory.

J. M. Moran, A. H. Barrett, D. H. Staelin
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IlL OPTICAL AND INFRARED SPECTROSCOPY*

Academic and Research Staff

Prof. C. H. Perry

Graduate Students

Jeanne H. Fertel
J. F. Parrish

E. F. Young

A. FAR INFRARED SPECTRA OF TETRAHALO, TETRAAMMINE, AND

DIHALODIAMMINE COMPLEXES OF PALLADIUM

1. Introduction

Recently, a number of far infrared studies of platinum halide complexes have been

reported. 1-5 The majority of the compounds studied were alkali salts of the halide com-

plexes of platinum (II). Thus far, the infrared investigation of the corresponding palla-
-1 6-8

dium complexes has covered only the spectral range 4000-Z50 cm In this region

the only skeletal vibrations observed are the Pd-N and Pd-C1 antisymmetric and sym-

metric stretching vibrations.

Z. Discussion

The infrared spectra of a number of square planar palladium (II) complexes of the

type M2PdX 4, PdL4X 2, and trans and cis isomers of PdL2X 2 (where M = NH4 +, K +,

Rb + or Cs+; L=NH3; X=CI-, Br- or I-) have been recorded from 4000 to 40 cm -1 with

the use of instrumentation described previously. 9 The compounds were examined both

at room temperature and at liquid-nitrogen temperature.

The investigation of four tetrachloropalladium (II) complexes gave Pd-C1 stretching

vibrations in the range 327-336 cm -1, Pd-C1 in-plane bending vibrations in the range

183-205 cm -1, and Pd-C1 out-of-plane bending vibrations from 160 to 175 cm -1 Four

similar bromo complexes gave the corresponding Pd-Br vibrations in the ranges

249-260 cm -1 130-169 cm -1 and 114-140 cm -1 respectively. The Pd-N in- and out-
P , $

of-phase bending vibrations of the tetraammine complexes were found in the ranges

245-273 cm -1 and 160- 190 cm -1, respectively. In the MzPdC14 and M2PdBr 4 compounds,

the two bands of lowest frequency correspond to the lattice vibrations, and these assign-

ments are confirmed by the decrease in these frequencies for the compounds in the

order NH4 + > K + > Rb + > Cs + which is expected as the atomic (or molecular) weight of

the cation increases.

This work was supported by the Joint Services Electronics Programs (U. S. Army,
U.S. Navy, and U.S. Air Force) under Contract DA 36-039-AMC-03200(E).
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Table III-2. Infrared frequencies of Pd(NH3)4X 2 complexes.

Pd(NH3)4C12 Pd(NH3)4Br 2 Assignment

3Z30s 3240s NH 3 stretching

3140s 3147s NH 3 stretching

2618w Z X 1301 = 2602?

2365w Z373w ?

2130w 2130w 1301 + 830 = 2131

Z065w Z064w ?

1608s 1618s NH 3 antisymmetric deformation

13Z0sh 1319sh NH 3 rocking + Pd-N stretching

1301s 1301s NH 3 symmetric deformation

1285sh 1284sh ?

1278sh 1277sh ?

830s 825s NH 3 rocking

515 ?

505sh 501sh ?

500sh 495sh ?

494m 490m Pd-N stretching

476w 471w Z × Z45 = 490

330vw ?

Z45m Z 73m in-plane bending

160w 190w out-of-plane bending

115m n.o. lattice modes

Abbreviations: m = medium, s = strong, w = weak, sh = shoulder, n. o. =
not observed.
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(III. OPTICAL AND INFRARED SPECTROSCOPY} °

Weak shoulders are observed in some of the compounds and have been assigned as

combinations of infrared and Raman active modes in the corresponding platinum cora-
l

plexes. These bands in the palladium complexes cannot be uniquely assigned, however,

as the Raman spectra have not been obtained, owing to their intense colors.

By using the assignments for the tetrahalo and tetraammine complexes, as well as

the isotopic shift data, assignments for the fundamental modes for a series of ci__ssand

trans dihalodiammine complexes of palladium (II) are given. The results are summa-

rized in Tables III-1, III-2, and III-3, and the far infrared spectra of some tetrahalopal-

ladium (II) salts are shown in Fig. III-1. Figure III-2 shows the far infrared spectrum

of trans Pd(NH3)2C12. The interpretation of the data and discussion of the results in

more detail are contained in a paper submitted to Spectrochimica Acta as Part III in a

series on palladium complexes. 6' 10

We would like to express our thanks to Professor J. R. Durig and Mr. B. R. Mitchell,

of the Chemistry Department, University of South Carolina, for some of the samples

and cooperation in this research. All computation work connected with the Fourier trans-

forms were performed on the IBM 7094 computer at the Computation Center, M.I.T. We

would like to thank Dr. H. J. Sloane, Beckman Instruments, Fullerton, California, for

the spectra of some of the alkali salts of palladium halide complexes taken on the

Model IR-11 spectrophotometer and for checking our results at room temperature.

C. H. Perry, D. P. Athans, E. F. Young

Mr. D. P. Athans is now in the Department of Mechanical Engineering, University of
outhern California, Los Angeles, California.]
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B. FAR INFRARED SPECTRA OF METAL CLUSTER COMPOUNDS

Recent crystallographic studies have revealedthe existence of a surprisingly large
number of inorganic compoundscontaining discrete, well-defined metal-metai bounds,
andthese compoundshave recently beenreviewed.1 Great interest has beenexpressed
by inorganic andtheoretical chemists in the properties of these metal-metal bounds, but
there is very little experimental data available. Since most of these compoundsare
intensely colored, Ramandata will be scarce for sometime, and anyvibrational data
must be obtainedby far infrared spectroscopy.

The octahedral metal-atom cluster compoundswere chosenfor study mainly due to
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the completion of a molecular orbital calculation for these structures. 2 Spectra have

been obtained over the region 350 to 100 cm -l for the compounds [Mo6CIs(K)6 ]2- (X =

CI, Br, I), [W6C18C16 ]2-, and [Nb6Cll2(X)2 ] (X = CI, Br). The only satisfactory results

far, however, are for the [Mo6CI8(X)6 ]2- compounds, and these spectra arethus shown

in Fig. III-3. To make an assignment of the observed bands with assurance, we must

spectra of the compounds [Mo6X8(Y)6 ]2- (X : Br, I) (Y : CI, Br,wait for the I) which

have been prepared and will be run soon. Several considerations, however, have led

to the present tentative assignment of the bands as follows: Bands A, 2 degenerate

vibrations of the triply-bridging Cl's; Band B, stretching of the terminal X 6 groups;

Band C, stretching vibration of the metal-metal bonds in the M 6 octahedral frame.

All samples used were pressed polyethylene discs of the compound, and the spectra

were run on the interferometer kindly made available by the Optical and Infrared Spec-

troscopy Group of the Research Laboratory of Electronics.

R. Zimmerman

[Mr. Ralph Zimmerman is a Research Assistant in the Department of Chemistry,

M. I. T.]
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A. High Magnetic Fields $

Academic and Research Staff
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Prof. G. Fiocco Dr. J. F. Waymouth

1. PERTURBATION OF ELECTRON ENERGY DISTRIBUTION BY A PROBE

[This report is an abstract of a paper that has been submitted for publication to the
Journal of Applied Physics.]

In order to determine electron-energy distribution in a plasma, the electron current

to a probe is measured as a function of potential on the probe. If the rate of removal of

high-energy electrons by measurement is comparable with the rate of replenishment by

the various plasma processes, serious perturbation of the electron-energy distribution

will result as a consequence of the act of measurement. A criterion for deciding when

this effect may be ignored is presented. It is based on the hypothesis that when the

depletion time constant v d of electrons of a particular energy by a given probe in a given

plasma is large compared with the "self-collision time" of electrons for coulomb colli-

sions as given by Spitzer, perturbation of the electron-energy distribution is negligible.

The depletion time constant is Td = 4V/Ap • v, where V is plasma volume, Ap is probe

area, and v is electron velocity. The criterion for no perturbation of the electron-

distribution then becomes N >>2500 T2Ap, in which N is the total number of elec-energy

trons in the plasma, T is the temperature in degrees Kelvin, and A is the probe area
P

in square centimeters. It is shown that even if the criterion is not satisfied, probe

measurements of the electron-energy distribution may still be made by using a pulsed or

transient system with pulses of length Tp, provided ___lea<<3-p <4 T d.
P

J. F. Waymouth

This work is supported by the Joint Services Electronics Programs (U. S. Army,
U.S. Navy, and U.S. Air Force) under Contract DA 36-039-AMC-03200(E).
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B. Upper Atmosphere Physics

Academic and Research Staff

Prof. G. Fiocco

Graduate Students

R. P. H. Chiang
J. B. DeWolf

G. W. Grams D. F. Kitrosser
H. C. Koons

1. STUDIES OF STRATOSPHERIC AEROSOLS AND THEIR CORRELATION

WITH OZONE

Observations of stratospheric aerosols were conducted for one hundred days in a two-

year study with an optical radar at Lexington, Massachusetts. During the summer of

1964, some observations were also conducted at College, Alaska simultaneously with

studies of mesospheric clouds. The optical radar system and the techniques used to

record and analyze the data have been described previously. 1' B Observations conducted

after the summer of 1964 were made with the improved apparatus used in Sweden
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This work is supported principally by the National Aeronautics and Space Adminis-
tration (Grants NGR-ZB-009-131 and NGR-2Z-009-(ll4)), and in part by the Joint
Services Electronics Programs (U. S. Army, U.S. Navy, and U.S. Air Force) under
Contract DA 36-039-AMC-03Z00(E).
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3
for the mesospheric cloud study.

The data show that the aerosol layer at -20 km exhibits little temporal variation.

Profiles obtained on different nights may differ as much as 10-20%; smaller fluctuations

are observed during a single night of observation.

The observed aerosol profiles have been correlated with ozone profiles obtained at

Bedford, Massachusetts by the Air Force Cambridge Research Laboratories. Fig-

ure IV-1 shows the correlation between the amounts of dust and ozone at the altitude

where a maximum in the aerosol mixing ratio is observed (17 kin); correlation coef-

ficients for 17-kin altitude are displayed as a function of the time between the dust and

ozone observations. The relatively large negative correlation observed for shorter time

intervals seems to be a significant result.

Pittock 4 presents evidence suggesting that, at times, the presence of dust in the

stratosphere may destroy ozone; Kroening 5 has also suggested that stratospheric aero-

sols may be an important sink for ozone. The observed negative correlation between

dust and ozone in the lower stratosphere substantiates these views.

Other explanations for the negative correlation are also being investigated, since in

the lower stratosphere chemical destruction of ozone is usually assumed to be negligible.

G. Grams, G. Fiocco
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V. X-RAY DIFFRACT!ON STUDIES*

Academic and Research Staff

Prof. B. E. Warren

Graduate Students

R. L. Mozzi

A. MULTIPLE SCATTERING OF X-RAYS BY AMORPHOUS SAMPLES

A rigorous treatment of the multiple scattering of x-rays in amorphous samples

has been developed in connection with the x-ray studies of the structure of simple

glasses. A paper concerning this research has been submitted for publication to Acta

Crystallographica.

B. E. Warren, R. L. Mozzi

*This work is supported by the Joint Services Electronics Programs (U. S. Army,
U.S. Navy, and U.S. Air Force} under Contract DA36-039-AMC-03200{E).
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Prof. K. U. Ingard
Prof. L. W. Dean III
Prof. K. W. Gentle

Graduate Students

R. H. Katyl W.M. Manheimer J.A. Ross
J. L. Macon H.M. Schulz III

A. INTENSITY DISTRIBUTION OF LIGHT SCATTERED BY THERMAL SURFACE

WAVES ON A LIQUID SURFACE

The intensity distribution of light scattered by a thermal ensemble of surface waves

on the plane surface of a metallic conductor was calculated with the use of a vector

Kirchhoff integral formula. The calculation is similar to that of Gans 1 and will not be

repeated here; the results are presented and expected intensities are shown for an

experiment to be undertaken with liquid mercury.

The geometry of the problem is the following. The unperturbed liquid surface is

taken to be the x-y plane, and the z-axis extends from the liquid. The direction of the

incident plane wave of light is taken to be in the x-z plane, at an angle e to the z-axis,
o

and the observer is at the angles e, _. This is shown in Fig. VI- 1.

With this definition of angles, we find for the electric field at the peak of the diffrac-

tion maximum, for scattering off of one surface wave of peak surface displacement _o

i

s_

= 8a2k2_o--

LEse

ikr
e

4_rr [:oocococossn [1
os e ° sin _; (cos_-sineosine)J II

where the liquid surface has been taken to be a square of side a.

The choice of parameters k, the light wavelength, and e and _, the observation

direction angles, determines uniquely the surface wave wavelength, A., and surface

wave direction, _, up to an additive constant of 180 °. These relations are

xsin¢
sin e

tan_ = ; x = sine
1 - x cos _ o

-_ : {sin _ e ° + sin Z e - 2 sin e sin e ° cos _}-1/_.

Tl_is work was supported principally by the U.S. Navy (Office of Naval Research}
under Contract Nonr-1841-(42); and in part by the Joint Services Electronics Programs
(U. S. Army, U.S. Navy and U.S. Air Force} under Contract DA 36-039-AMC-03Z00(E).
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For scattering off of a thermal ensemble of surface waves, the number of waves

scattering into solid angle Al2 is

An = /T\Z_,-6-_'_] KdKdd_ = /\/kL|2 (cos e)(_2).
\2Tr ]

For surface tension waves, the rms surface displacement is

KBT
_Orms = J _(---(_L) 2'

where K B is Boltzmann's constant, and _ is the surface tension.

Summing the scattered waves incoherently, we find for the total scattered intensity

Ii0] 4KBT_

J

_k 2 sin 2 e + sin 2 (3 - 2 sin e sin 8 cos
o o

ir e22711(cOS eo COS _ COS ) (-cosSsin_) I.L

k(eosaosin_)2 (cos_-sineosine)2 J I I

For the case of mercury, _ = 500 ergs/cm 2, and the multiplying constant at
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room temperature is

Isc ~ (8. Z6 I0-8) A_Iinf(O o, e,_),

and for a collecting solid angle of 0. I, 10% transmission through the optics, and an inci-

dent intensity of 100 _watts, I ~ 10-13f(0,_) watts. For backscattering at a grazing
sc

incident angle f = I for the proper polarization, and the expected signal current is of

the order of the photomultiplier dark current.

R. H. Katyl

References

1. R. Gans, Ann. Physik 744, Z31 (1924); __79, Z04 (1926). See also A. Andronow and
M. Leontowicz, Z. Physik 38___,485 (1926}.

B. ACOUSTIC WAVE AMPLIFICATION

Theoretical studies have been carried out on the spontaneous amplification of an

acoustic wave in a weakly ionized gas. The amplification mechanism is a coherent

heating of the neutral gas by the electrons, which move in phase with the neutrals and

ions in the acoustic mode. The linearized equations of motion for the three componets

of a plasma ionized to the extent of approximately 10 -6 and with a pressure =1 torr lead

to the acoustic dispersion relation

.._ . -I -I
kZ (W/Cn)Z I1+i/¢_Ta+(i/c°'r_)(l--i/¢°T')(1+l/c°T_)1 '

where

Zn/ -- IT a = c (¥n-1) anN e

T_ = CZn/(Yn-])(Ye-1) _nTe = 1

i-'= (Yn -l)meNecz _'/Yeem-N-cZ,1,in = 10-4"

The quantities in these expressions are defined by the following relations:

a n = Z(me/mn)Z (KTe/me)3/z _(Z/_)I/z

_n = 2(me/mn)2 (KTe/me)3/z _(Ne/Te )(z/n)l/Z (3/Z + d In o-/dIn Te)

T = equilibrium temperature
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(VI. PHYSICAL ACOUSTICS)

N = equilibrium particle number density

m = particle mass

,1 = specific heat ratio

K = Boltzmann's constant

c = (_KT/m) 1/z = speed of sound
/

k = wave number

= (2,r) times the frequency, (102 < _ < 105 )

= cross section for energy transfer,

with the subscripts n and e referring to the neutrals and electrons.

At high frequencies (for example, _ >> 104 sec -1) the process is almost adiabatic

and the electron temperature is not significantly affected by the amplification mechanism.

The dispersion relation becomes

At low frequencies, however, the electron temperature is strongly affected by the

process, and the degree of amplification depends on the energy dependence of the

electron-neutral cross section. The dispersion relation becomes

k= (¢o/c n) [I+(T_+T_)/2T_--i(Tal--v_I)/2c0--i_ZT_T_Z/2T_I,

and the degree of amplification depends on the energy-dependence of the electron-neutral

cross section. For a hard-sphere gas with Yn = "Ye = 5/3, it detrelops that T a = T_. Sig-

nificant amplification is possible at low frequencies only if _ decreases with energy.

A similar calculation for ion-acoustic waves in a strongly ionized gas yields substan-

tially the same results, but the electron-ion cross section always decreases with energy.

The amplification mechanism, however, competes with the attenuation caused by

ion-neutral momentum-transfer collisions.

H. M. Schulz III

C. LATERAL ACOUSTIC INSTABILITY

Strickler and Stewart 1 have reported a lateral acoustic instability which results in a

pronounced modification of the path of a constricted argon discharge when the current is

modulated at a lateral resonant frequency of the neutral gas in the discharge tube.

Futher examination of this effect has recently revealed that the geometric shape of

the discharge path depends on the longitudinal pressure wave, as well as on the radical

and azimuthal one. Thus all three quantum numbers of the wave play a role in deter-

mining the discharge path. In a typical experiment situation the discharge tube has a
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length much greater  than its diameter, and the frequency is determined principally by 
the radical and azimuthal quantum numbers, that is, by the indices of the Bessel function 

J (k r). m n  
to the frequency but is very important in establishing the path of the discharge. 
been possible to resolve the fine structure of the m = 1, n = 1 mode, that is, of the lowest 
mode of the tube, f rom l = 0 up to  approximately 1 = 15. 

The longitudinal wave function COS lrz/L contributes only a small increment 
It has 

Preliminary results a r e  consistent with a model in which the discharge follows a 
Both spiral and planar discharge paths have been path of maximum pressure variation. 

observed. It would appear that spiral  paths must be associated with modes having 
m b 2 ,  while planar displacements a r e  most logically associated with models having 
m S 1. 

MODULATED MODULATION FREQUEKCY 
9036 c p s  

Fig. VI- 2 .  Lateral displacement of an intensity-modulated plasma filament at 
modulation frequencies close to the acoustic lateral  resonances in 
the tube. Each white rectangle and each black rectangle on the 
scale has a height of 2 cm, and the tube is 2.5 cm in diameter and 
40 cm in length. 

Figure VI-2. shows an unmodulated discharge and a discharge for which m = 1, 
n = 0,  and P =: 4 or 5. 
wall. The frequencies correspond to  a gas temperature z 350" K. 

The l e s s  intense t race  is a reflection of the discharge in the tube 

H. M. Schulz 111, K. W. Gentle 

Reference s 

1. S. D. Strickler and A. B. Stewart, Phys. Rev. Letters 11, 527 (1963). 
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D. CONSERVATIONEQUATIONSFOR A PLASMA

The object of the present report is to derive for the general casethe equations for
conservation of particles, momentum,and energy for a plasma, andto examinethe phys-
ical nature of the various terms in these equations. The treatment will include the rela-
tivistic and nonrelativistic cases, consider gravitational and electromagnetic (butnot
nuclear} forces, and allow for the existence of field sources external to the plasma.

The starting point for the discussion is the Boltzmannequation

a--T+ --" (_rfa)+-" qa E+ ×B fa+ma_f = (i)
8_ 8_ collisions"

Here the subscript a refers to the ath species contained in the plasma (a=l,Z ..... n),

and the gravitational force per unit mass is assumed to be _(-x). Note that (i) is appro-

priate for both'the relativistic and nonrelativistic cases. To obtain the equation for the

conservation of particles, we merely integrate (i) over all momentum space. Ifthere

is no excitation, ionization, or recombination during collisions the result is

an
a a

a--F+--.Y =0
a_ a

(z)

na = ; d3pfa fa _d3p_rfa

Thus n a is just the particle density of the aTM species, and _a is the particle current.

Equation Z is clearly a simple continuity equation; the mass and charge continuity

equations for the a th species may easily be obtained by multiplying (Z) by m a and qa'

respectively.

The momentum conservation equation is obtained by multiplying (1) by _, integrating

the result over all momentum space, and then summing over all a. The result, since

momentum is conserved in any collision, is

at a_. a
a a

a

(3)

With the aid of Maxwell's equations
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--- E =4_p --- B=0
a_ a_

1 aB _ 1 aE
_7 X E- c-'_- _TXB = c 4 c at ' (4)

and the analogous gravitational equations

a___. _ = _4_GPm V X _"= 0, (5)
a_

where Pm is the mass density, and G is Newton's gravitational constant, (3) becomes

_+a__.y-:0 (5)
at a_

_: _d3p_fa 4_ Z
C

a

S = × B = Poynting vector.

Thus (6) is also a continuity equation, similar in form to (2), except that in (6) we

have summed over all the various species. The vector P is obviously the total momen-

tum density of the entire system, while T is an effective pressure tensor equal to the

"particle" pressure tensor minus the electromagnetic (Maxwell) stress tensor minus

the analogous gravitational stress tensor.

Finally, we obtain the energy conservation equation by multiplying (1) by

[macZ(1-vZc2)-l/Z-macZ], integrating the result over all momentum space, and then

summing over all a. If we assume that all collisons are elastic, the result is

_U+ a___.. _=_._ _d3pmaf}
at a_"

a

(7)

+ E 2 B Z
U = _ d3pfamaC2[(l-vZ/c2)-l/2-l] -_+--_-

a

: _, _ d3P fam cZ[(l-v21c2)-ll2-1]_ + _.

Q
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Equation 7 is almost an energy continuity equation; U is clearly the total energy

density, while Q is apparently the total energy flow. The term on the right-hand side

seems to correspond to some kind of gravitational flow, although its form certainly does

not fit in well with the other terms of (7). This difficulty would quickly disappear if we

postulated the existence of a gravitational magnetic field _ which was coupled to _ by

a set of "gravitational Maxwellian equations":

_-_-" g'= -4"n'p m °_. _ : 0

Equations 8 are written in units in which G = 1; and Cg, the speed of "gravitational

waves" in vacuo is presumably c. The "gravitational Lorenz force" would be

=m + Vx-- ,
Fg Cg

(9)

and the "gravitational Poynting vector" is

Cg

For this case, Eq. 7 would now have no term at all on the right-hand side, while Q

would contain the additional term Sg, and U would contain the term -g2/8_.

It seems quite possible that the set of equations (8) is actually valid. It would cer-

tainly be very difficult to measure the force attributable to _ directly in any experiment,

since it would be greatly masked by the force resulting from _. In electromagnetic

theory, this problem can be circumvented by the use of currents having no net charge

density; the (apparent.) nonexistence of negative mass precludes this technique in grav-

itational experiments, however. The release of energy through radiation of gravitational

waves is presumably negligible, except in stars. Since gravitational effects tend to

completely dominate electromagnetic effects in such bodies, however, it seems likely

that this is the chief source of energy loss from asteral systems.

J. A. Ross
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VII. ELECTRODYNAMICS OF MOVING MEDIA*

Academic and Research Staff

Prof. H. A. Haus
Prof. P. Penfield, Jr.

A. SPECIAL RELATIVITY AND ASYMMETRIC ENERGY MOMENTUM TENSORS

The principle of virtual work applied to systems with intrinsic angular momentum

leads to asymmetric stress tensors. In this report ways are shown for reconciling the

relativistic law of angular momentum conservation with the asymmetry of the stress

energy tensors.

1. Introduction

The stress tensor of a time dispersive polarizable or magnetizable medium obtained
1,2

from the principle of virtual work {or principle of virtual power) is nonsymmetric.

This asymmetry is due in part to the terms _0MH and/or P E, which are asymmetric,

if the polarization and magnetization do not align with the electric and magnetic field

intensities. From the nonrelativistic point of view, there are no difficulties with such

an asymmetry of the stress tensor. Indeed, in a time-dispersive medium there is an

intrinsic angular momentum associated with the rotation of the polarization or magneti-

zation vectors. Such an angular momentum requires torques if it is to be changed, and

these torques are provided by the antisymmetric part of the stress tensor. Certain dif-

ficulties do arise, however, in a relativistic formulation of such media if one tries to

write the law of conservation of angular momentum in the conventional four-notation. It

is customary to define a four-tensor of third rank describing the angular momentum

ea_ V = XaTv _ - x_Tva , (1)

where T

motion

is the stress energy tensor of the entire system satisfying the equation of

a/SXaTa_ = O. (2)

The conservation of angular momentum is then written in the form

When (1) and (Z) are introduced into (3), the result is

SThis work was supported by the Joint Services Electronics Programs (U. S. Army,
U.S. Navy, and U.S. Air Force) under Contract DA 36-039-AMC-03Z00(E).
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Ta_ - T_a = 0. (4)

Hence, if one insists on conservation of angular momentum, as well as the specific

expression (3}, one must conclude that the system must possess a symmetric stress-

energy four-tensor. Taking as an example a time dispersive polarizable fluid and

constructing the stress energy tensor in the usual way, one arrives at an asymmetric

four-tensor for the system.l' 2

This report will show how it is possible to preserve a law of conservation of angular

momentum of the form (3) on the one hand, and the expression for the stress tensor as

obtained from the principle of virtual power, on the other hand. At the same time, we

shall construct a law of angular momentum conservation which approaches the proper

nonrelativistic limit.

2. Fundamental Postulates

We shall require that our theory satisfy the following postulates.

Postulate 1: The angular momentum tensor in four-notation is to be given by

= x T (s) -x T (s)
ea_ a y_ _ _a (5)

and satisfies the conservation law

a
= 0, (6)

T(a-_'_ is a stress-energy four-tensor containing the mechanical translational
where

equations of motion in the form

a T(s)
a_ = 0. (7)

A direct consequence of (6) and (7) is the symmetry of the stress energy tensor T(? ).

Postulate 2: The equations of motion of the entire system are also expressible in

terms of the equation

a T(n)
ax a_ : o, (8)

a

T(a_n_ is a nonsymmetric tensor whose three-space part is obtained from the prin-where

ciple of virtual power.

_(s) from the non-
The problem is thus the construction of a symmetric tensor la_

symmetric tensor obtained from the principle of virtual power in a way that both (7)

and (8) are satisfied and at the same time, the usual equation for the conservation of
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angular momentumis obeyed.
Postulate 3: The vector torque per unit volume, ¥, constructed from the three-space

part of the energy-momentum tensor, according to

_.(n) _> ¥ a, IB= 1,2, 3 (9)

gives the law of conservation of angular momentum _ per particle in the rest frame:

- 0[_ ]0r = n _ , (10)

where the superscripts indicate evaluation in the rest frame.

Let us look briefly at the cause of the asymmetry of the three-space part of the

stress-energy tensor. Consider an isotropic time-dispersive polarizable medium. In

such a medium the only contribution to the asymmetric three-space part is the term

_-. 1, Z Suppose now that we construct the torque per unit volume from

and look at its one-two component. We obtain

-(n)[ = o o o o (_Ox_O)3" (iz)

Apparently, the one-two component of this tensor is the three-component of the vector

P X E in the rest frame. This is the torque acting on the dipoles of strength _ and

number density n so that the dipole moment per unit volume results in P = n_. This

torque, in turn, is equal to the time rate of change of the intrinsic angular momentum

of the dipoles. Let us denote the angular momentum per particle by _. Ifthe number

density in the rest frame is n O, one must have

d
-_0 X _0 = no d-t (_). (13)

This equation can be written in four-space notation, once we establish the correct trans-

formation laws for the vector _. According to Landau and Lifshitz 3 the angular momen-

tum of a body is expressible as the four-tensor of second rank (we interchanged indices

to conform to our definition of the force equation).

xaT_/_ x_T_a) _/
i

_a_ - c - dS . (14)

In the rest frame, defined as the frame with no net momentum or energy flow, dS is

defined as having a time direction only.

If we apply this formula to a particle, we conclude that its angular momentum is

represented by the four-tensor with the components in the rest frame:
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Oal3 =

o oo _oo
0 0

-a3 0 (_I 0

0 0
(_Z -al 0 0

0 0 0 0

We find a complete analogy between a_
tion four-vector

and the tensor constructed from the magnetiza-

1
i-c Ea_ysMyu5

(15)

replaced by Mwhich assumes the above form in the rest frame, with _a a"

four-vector angular momentum defined in the rest frame by

Hence the

(_ _ [_0, O] (16)
(Z

transforms like a magnetization density four-vector.

It is worth considering briefly the implications of this analogy. A magnetization den-

sity can be represented by a density of loops of circulating charge currents. The angular

momentum is the result of a circulating mass current. Charge-current densities, and

mass-current densities do not transform relativistically in the same way. The dif-

ference in the transformation laws is compensated for by the fact that M a contains, in

addition, a particle density, whereas a does not contain such a density.
a

We note that the vector equation {13) is contained in the three-space part of the tensor

equation

T(n) _ T(n) 0 (17)
13a a13 = n0U'y _ (_a13"

A problem arises with the four-components of (17}. Take, for example, the four-

component in the rest frame of (17) for 13= 1, Z, 3. If one makes the identification (lZ)

and uses the transformation laws for _a13' one finds in the rest frame (in which usually

TI34 = T413, 13= 1,2,3):

i d[_] X_0. (18)0=-_- 0

This equation puts an inadmissible constraint upon the acceleration. Therefore, one can-

not take directly the nonsymmetric tensor as obtained from the principle of virtual power

with no modification and hope that it will lead to a consistent equation (17). Modifications
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are necessary. Here we point out one simple modification that does not produce any

additional changes in the principle of virtual power.

3. Modification of Stress-Energy Tensor

We assume that in the rest frame the space-time and time-space parts of the stress-

energy four-tensor are symmetric. This has been found true in all examples treated by

the authors. We postulate that the time-dispersive medium possesses an additional

momentum per unit volume

50 1  0n0
= _ LOtj x . (19)

The principle of virtual power (of a closed system, with _0 = 0),

[_7.S0]0 I0 10+ _iw +wO[v._]o+

: :[vvlO -o o
- G1 " \0t /'

--2 " \at/
c

(20)

is not affected by such a term because the dot product of the acceleration with the

momentum (19) is zero. Therefore, no additional changes have to be made in any of the

expressions entering the principle of virtual power if the four-tensor is supplemented by

such a momentum density. The addition of the momentum density (19} leaves the stress

tensor, the power-flow density, and the energy density of the material system intact. It

should be pointed out, however, that the force density on the kinetic system is changed

by such a modification. Indeed, the time rate of change of the momentum density and

its convective flow have to be subtracted when the kinetic force density is obtained.

Hence, a relativistic correction to the force density results even in the rest frame.

We modify the nonsyn_netric four-tensor Ta_, obtained from the principle of virtual

power (without consideration of intrinsic angular momentum) by the addition of such a

momentum density and define the four-tensor

uou00,_ (n) + (2 I)
_a_ = Ta_ 2 0x

c y

in which we have included the momentum density (19) by the last term. In terms of the

modified nonsymmetric tensor, the conservation of angular momentum (17) is now valid

for all values of _ or a

T(n) _(n) = n0uy 0 (22)_a - Xa_ _-- (%(3)"

QPR No. 81 53



(VII. ELECTRODYNAMICS OF MOVING MEDIA)

4. Symmetrization of the Stress-Energy Tensor

We shall now construct from the modified stress-energy tensor of (22) a symmetric

stress-energy tensor that obeys the same equation of motion (8). This is accomplished

--(n) the expression
by adding to l'a_

--_3_a_NOx = 2188x [aa_n0u,+cr _y n0ua-(_Yan0u_l , (23)

where 4ba_ Y

tensor T(:;

aT (s)
a_

8x
a

is antisymmetric in _/a. Because of this antisymmetry,

8 obeys the equation of motion= T(:_ + _ @a_

the symmetrized

- O. (24)

Next we test that the law of conservation of angular momentum (22) is contained

in (6). One obtains

T_S 2 re(s) _(n) _T(n ) 3 (gBan0Uy)
-tal3 = t13a a13 +b-_ = O. (25)

We see that the law of conservation of angular momentum is indeed contained in (6).
4

The present discussion has led to results different from those obtained by Meixner.

Since the terms in our theory and in Meixner's theory are relativistic, experimental

verification of either theory seems out of the question and simplicity of the result is one

legitimate criterion to decide between the two.

P. Penfield, Jr., H. A. Haus
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A. APPROXIMATE SOLUTION OF THE COLLISIONLESS PLASMA-SHEATH EQUA-

TION FOR BEAM-GENERATED PLASMA IN A PLANE GEOMETRY

The collisionless plasma-sheath equation for beam-generated plasma in a plane
1

geometry has the form

@[S"(x)]-I = if0:+ _ + e -x [x-E] -1/2 S'(E) dE, (;)

where

(M/m) 1/Z v
a -= (Z)

(.o
P

is a small parameter with typical values between 10 -3 and 10 -1, and 0 - nb/neo is the

ratio of the beam electron density to the pIasma electron at the center. With the bound-

_ds1-1 = 0, Eq. 1 can be integrated analytically with respect to x to give
ary condition LdXjx= 0

Z ,_0_%[S'(x)] -z + Ho(X ) = Z Ix-E] I/z S'(E) dE, (3)

where Ho(X) = _Ix+ 1 - e-x.

Integrating the right-hand side of Eq. 3 by parts and denoting S by S
a

the plasma-sheath equation in the form

for a # 0 yields

(x)]-z+ Ho(X) = [x-E]-I/z Sa(E) dE. (4)

For a = 0, and since H(0) = 0, Eq. 4 is an Abel's integral equation with the solution

*This work is supported by the United States Atomic Energy Commission (Contract

AT (30- I)- 184Z).
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So(X ) = i d _0 c (x__)-I/2-_- _ Ho(_) d_.
(s)

By changing _ -- _ -x, Eq. 5 gives

So(X ) 1 _0 r=--_ (x-_)-I/z Ho(_) d_. (6)

For Ho(X) = _x + (1-e-X), Eq. 6 reduces to the solution derived previously by Harrison
2

and Thompson (_=0):

So(Xl_- xl/Z[ ÷s(xl], (7)

Where

SO 1
B(x) = exp[x2(_2-1)] d_

7 as x--0

(8)
as x-,co

We found it convenient to use the function B(x) rather than the Dawson function that

Harrison and Thompson used. The function B(x) is related to Dawson function by the

relation

xl/ZB(x) = e-XD(xl/Z). (9)

For a ¢ 0 we shall separate solution into two regions. For the inner solution we define

aa(x) -=Sa(x) - So(X) for 0 --<x --< x -6,
C

where x
C

this region.

Then the integro-differential equation satisfied by Ra(x) has the form

-_--[So(X)+Ra(X)]-2 = (x-_) -1/2 Ra(_) d_.

= 0. 3444 with So(Xc) = 0, and 5 is a positive number such that Ra(X) << So(X) in

(10)

Equation 10 also has the form of the Abel's equation with the solution

Since Ra(0) <<So(G) in this region, Eq. 11 can be written

z (x-¢)-'/z ISo( )l
Ro( ) Do [So{ l]3

d_.

(11)

(12)
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Equation 12thus gives Ra(X)in terms of knownfunctions. Note that Eq. lZ is goodonly
for x _<x -6 becauseatx = x S' is zero. For the outer solution we define

C C O

Sa(X }-- Sa(Xc-6 ) + afa(X) for x >Xc-6, (13)

where S (Xc-&) is given by the inner solution. With Ho(X) = ._ (x-_) -1/2 So(t) d_ as

required by Eq. 4, and ff we neglect Ra(X) for the inner region 0 _< x --< x c- 6, Eq. 4

becomes

1 _Xc-6 -1/Z4 [f'-(X)]-z = (x-_) So(_) d_
_0

_x c -I/Z+ (x-_) [Sa(Xc-6)+afa(¢) ] d¢
-5

C

_0_ -1/z (6)d_- (x-_) So

C

(x-_)-I/z [Sa(Xc-5)+afa (_)-So(_) ] d_. (14)

Assume that afa (_) <<Sa(Xc-6) - So(t) for small a. Then Eq. 14 gives

fa(X) = _ -6
C

d_

/_: (__,])-I/2 [Sa(_c_6)_So(,])] d_
c-6

(15)

Equation 15 gives fa(X) in terms of known functions. In this particular form, however,

it is not very useful for computational purpose and more work is being done along this

line.

It should be stated that the assumption afa(_) <<Sa(Xc-6) - So(_) is rigorously justi-

fiable but is omitted here for the sake of brevity.

F. Y-F. Tse

1.

Z.
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B. LASER BREAKDOWN 

A laser breakdown experiment in gas is eing per The p isma is produced 

by focussing in Helium with a 68-mm focal length lens, a laser beam of 40-MW average 
power, and 50-nsec width, produced by a switched ruby laser  ( s ee  Fig. VIII-1). The 

Fig. VIII-1. Typical pulse from the ruby laser.  
Total energy: 2. 1 joules. 

VERTICAL : gv/div 

HORIZONTAL : 20 nsec/div 

Helium can be pressured up to 10 atm in a stainless-steel box with quartz windows to 

which a light dump has been connected for quenching the part of the ruby beam not 
absorbed by the plasma. 1-7 

The plasma spark produced in the focus of the lens is cylindrically shaped with the 
axis in the direction of the ruby beam. The plasma is being studied by crossing it with 

P I R A N I  

He-Ne LASER 

I* 

. .. ., .. . . 

A TO VACUUM SYSTEM - TO PRESSURE TANK 

INTERFERENCE 
MOVABLE LENS- 

ITT F W  114A PHOTODIODE 

TRIGGER TO OSCILLOSCOPE 

547 TEXTRONIX 
OSCILLOSCOPE 

Fig. VIII- 2 ,  Experimental arrangement. 
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the light of a Helium-Neon laser, whose beam is at an angle of 90" with the ruby beam.

See Fig. VIII-Z.

The gas laser light emerging from the spark is detected together with the emission

from the plasma by a photomultiplier tube (RCA 6199) in front of which a diaphragm sys-

tem and a sharp interferential filter (7 /_ half-width centered at 6328 /_) have been intro-

duced. The 547 Textronix oscilloscope is triggered by an ITT FW114A photodiode looking

at the side of the ruby beam and collecting the Rayleigh scattered signal. Figure VIII-3

shows the combination of the signals caused by the emission from the plasma and the

light from the gas laser, which has crossed the spark. On the left is shown the level

of the steady-state value of the power P_ from the gas laser. When the breakdown hap-

pens, the pulse presents a fast rise time = 30 nsec resulting from the strong emission

from the plasma. The emission then decays (see Fig. VIII-4) and meanwhile the He-Ne

laser light is being absorbed. This causes the pulse amplitude to decrease back to the

initial value P_ and beyond. When the signal equals the initial steady-state value of the

He-Ne laser (before the breakdown) the following equality is verified:

-2aR
P_ - e + Pplasma(R, T) = P_, (1)

where P_ is the power of the He-Ne laser which reaches the photomultiplier tube when

there is no plasma in the geometry of the experiment; a is the absorption coefficient of

the plasma for the laser frequency; R is the radius of the cylindrically shaped bubble of

plasma; P_ e -aL is then the power from the gas laser attenuated by the plasma; P(R, T)

is the power emitted by the plasma, reaching the photomultiplier tube in the band of the

filter and in the geometry of the experiment; and T is the temperature of the plasma,

which is supposed to be homogeneous.

Figure VIII-4 shows the shape of the emission from the plasma in the band of the

interferential filter. This picture was obtained by blinding the gas laser beam while

the breakdown was being produced. By subtracting from the combination of the emission

and absorption signals (Fig. VIII-3) the signal of the emission alone (Fig. VIII-4), both

being detected in the same geometry, the optical thickness, aL, of the plasma is thus

determined at every time of the plasma's life.

This subtraction of data taken during different sparks, is allowed by the fairly good

reproducibility of the emission and absorption. By calculating theoretically, as a func-

tion of the radius and of the temperature of the plasma, the value Pplasma(T, R) of the

emitted power impinging on the photomultiplier tube, and knowing R through measure-

ments of the velocity of the radial expulsion of the bubble, the temperature T can be cal-

culated at the instant t in which relation (1) is true, as a function of P_. P_ is meas-

ured by substituting for the photomultiplier a colorimetric cell (401 spectra physics

power meter), which calibrates the whole geometry. By using different values of the
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the plasma. 

Fig. VIII-4. Typical absorption 
curve. 
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Signal combination of the PO 
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from the gas laser.  
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power of the gas laser, the instant t can be shifted and a sampling of the temperature

of the plasma can be made. Thus far, samplings between 100 nsec and 1.2 _sec have

been obtained. By using very small-diameter diaphragms for limiting the light reaching

the photomultiplier tube, it is possible to eliminate completely the contribution from the

plasma emission and allow only the detection of the gas laser beam. In this situation,

clear pictures of the absorption of the He-Ne laser have been obtained (Fig. VIII-5),

which show that the total absorption takes place in the early stages of the life of the

plasma.

Measurements of the radial expansion velocity are being made by offsetting by a

known distance the helium-neon beam in a plane normal to the ruby beam and measuring

the delay in the absorption effect.

By moving in known amounts the position of the lens, focussing the ruby laser, and

measuring the delay in the absorption on the helium beam, measurements of the expan-

sion velocity along the cylindrical axis of the plasma are being made; previous meas-

urements give values of 2.5 X 105 cm/sec at 11.5 atm pressure. Theoretical work is

under way on the calculation of Pplasma(R, T).

Further experimental work will be related to the study of the dependence of T on the

pressure of the gas and on improving the geometry of the detection.

When the diameter of the plasma is large with respect to the acceptance of the dia-

phragms, a simplication made by averaging on the solid angle through which the beams

from the plasma spark are received by the photomultiplier gives

P_ e-aL+ _B(T)(1-e -aL) = P_, (2)

where _ is a constant depending on the geometry and on the interference filter charac-

teristics, and B(T) is the Planck function.

The factor (1-e -aL) drops out and the quantity B(T) is proportional to the measured

P£-
P_

S(W) =--_.

At 110 nsec after breakdown, a temperature of 4 ev has been calculated in this way.

G. Lampis
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A. ELECTRON-ATOM COLLISION FREQUENCY IN THE CESIUM AFTERGLOW

In a previous Quarterly Progress Report 1 experimental measurements of the elec-

tron cyclotron absorption line shape were reported. These measurements were used to

deduce the approximate variation of the electron-atom collision frequency as a function

of electron velocity and the result was found not to agree, except over limited ranges of

electron velocity, with the collision frequency measurements of others. This was not

necessarily unexpected, since the other experiments do not agree very well among them-

selves.

Subsequently, measurements made with the use of the same technique have yielded

collision frequencies in agreement with the originally reported values. A computer

analysis has been developed in which the collision frequency as a function of velocity,

Vc(V), is determined from the temperature dependence of the half-width at half maxi-

mum, A(T), of the electron cyclotron absorption coefficient. Previous to the develop-

ment of the computer program, an approximate collision frequency had been determined

by setting it equal to A(T). This gives the exact answer only for cases in which A(T) is

independent of temperature.

1. Computer Analysis

The electron cyclotron absorption coefficient 1 is

a(¢_-_), T) = const
',: v4v c e-mvZ/ZkTdv_vZc + (_-_b)2 /'

(1)

where v c, m, v, T, and _b are the electron collision frequency, mass, velocity, tem-

perature, and radian cyclotron frequency, _ is the radian frequency of the probing signal,

and k is Boltzmann's constant. The ratio

This work was supported by the Joint Services Electronics Programs (U. S. Army,
U.S. Navy, and U.S. Air Force} under Contract DA 36-039-AMC-03200(E).
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(IX. GASEOUS ELECTRONICS)

r -

a(_, T) 1
-2-

a(O, T)

4 -mv2/2kT dv

,_ v v e
c

2 _2v +
c

4 -mv2/2kT dv

_0 _ v e Vc

(z)

defines the half-width, A(T), at the half-maximum of a.

The computer analysis developed initially used A(T) as input data and determined the

polynomial form for Vc(V) best satisfying Eq. 2. This method was found to be extremely

sensitive to small variations in the input data A(T) and therefore unworkable.

A second approach that employs a computer program to calculate A(T), given a trial

form for Vc(V ), has been found to be much more workable. The best form of Vc(V) is then

found by trial and error. This computer program also evaluates the averages of Vc(V),

_0 _ 4 -mv2/2kTVclV) v e dv

(3)

(re(V)) = _0 _° 4 -mv2/2kTv e dv

and

I_0 _- Vc_VA v4 e-mV2/2kT dvil

v emV =)
(4)

For purposes of evaluation of the program and comparison of the variation with tem-

perature of these various averages of Vc(V ), the electron-atom collision frequency in

argon as determined by Frost and Phelps Z has been used as the "trial" Vc(V) in the

above-mentioned computer analysis. (The argon Vc(V) was chosen because an experi-

ment is now under way in which A(T) for argon is being measured and will be compared

with the values calculated above as a check on the experimental method.)

In Fig. IX-I are plotted (Vc(V)), , and Z_(T), with the vc(v) values given by

Frost and Phelps used in the computer program. Also plotted for comparison is the

actual Vc(V ), but evaluated with v = --(___._}/Z.

The various averages of Vc(V) are seen to smear-out the sharper velocity dependence

of the actual VelV ). Also, lYe(V)) is always greater than . This will always be

true because, as can be seen, the integral for (re(V)), Eq. 3, emphasizes the values of

QPR No. 81 64



(IX. GASEOUS ELECTRONICS)
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Fig. IX-I. Plotted as a function of temperature for electron-atom collisions in

argon, three thermal averages of VclV), (relY)), , and A(T)

(the half-width at half-maximum of the electron cyclotron absorption

curve). Shown for comparison is re(V)plotted with v= <3______),/Zl-- .

re(v) where vc(v) is largest, and the integral for , Eq. 4, emphasizes the vaI-

ues of re(v) where Vc(V) is smallest. It aIso appears to be generally true that _(T) is

- (v__) -1less than either of the two other averages, (relY)) and . This has also been

demonstrated with several other trial forms for Vc(V). As is seen from Fig. IX-1 these

averages at a given temperature may differ by more than an order of magnitude! Exper-

imentally, the average (Vc(V)) is measured whenever an absorption coefficient is meas-

ured with I_o-¢0bl >>v c (see Eq. 1), as in the wings of the cyclotron absorption curve or

in an absorption experiment with ¢_b = 0 and w >>v c. The average is measured

at the peak of the cyclotron absorption curve (Eq. 4), or in an experimental measure-

ment of the DC mobility of the electrons. From Eq. 1 and Fig. IX-l, it can be seen that

the ratio

--i-- - 1

(VclV)) (-v--_) (_-_b)z a[(_-_b ),T]

z&ZlT) o10, T) z_ZlT) '
(5)
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where ]¢0-_b] >> v c, will deviate from one only when v

being equal to one when v c is constant.

Q

c(V) has a velocity dependence,

Z. Computer Fitting of Vc(V) to Cesium Data

Figure IX-Z shows the experimentally measured half-width of the electron cyclotron

resonance in cesium plotted as a function of (4kT/m) 1/z. Also plotted is a half-width,

Z_tria 1, which was calculated by using an assumed form for v c. This assumed form for

19 --

15 --

i

o"

'o 10 --

×

8 --
_u

6 --

4 --

2 --

1

/ \ L_,-TRIAL Uc (v)

/-""" - "--"'_-,_. \\ /

"-. \ /

A (T)tr ia i ___ .._--------_--A(T)exp

\ /

I I I I I I I I I I I
2 3 4 5 6 7 8 9 10 II 12

I

(vOR (4kT) _ X 10 -7 ) cm/sec

Fig• IX- Z• v c versus velocity and A versus (4kT/m) 1/2, showing

a comparison between the experimental and trial A and
the form of the trial v

C

v c gave the best fit to the experimental data out of four trials and will be improved upon.

This trial v c is also plotted on Fig. IX-Z versus velocity• For large values of v the

form of v c was assumed to be given by Brode's electron beam data. To obtain a reason-

able fitting, it was found necessary to ignore the values of v obtained by Brode at low
C
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electron velocities, as is indicated on the graph. This computer-determined form of

Vc(V) is still in strong disagreement with other experimental measurements and work

continues in order to resolve this.

J. C. Ingraham
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1. BEAM-PLASMA DISCHARGE: SYSTEM D

Microwave mode-shift electron density measurements have been made on System D

for a beam-plasma discharge occurring in a side-injected gas pulse. 1 Two mode-shift

techniques have been used: the shift of the TM010 mode of the discharge cavity at

740 Mc, and the higher order mode-shift technique of Fessenden. 23 Representative

109/cc

I08/cc

-- 4

T1/e PEAK PRESSURE
(APPROX)

_ I 2 msec 8.0 X 10-4 Tort

' I_x _e 17" 4 msec 2.6 X 10-4 Ton-

----% _. e rr[ 9 .... 1.2 X 10 -4 Ton"

""\ \ r_ 3a.... 7.0x i0-5To_

.. \ . o t, ,ZE0
\ \ OE AY

I1 rrr

I I I I I I I I I I I ] I }
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T IME (r_-c

Fig. X-1. Fundamental mode-shift density decay measurement.

This work was supported by the National Science Foundation (Grants GK-57 and
GK-614).
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density decays of the afterglow as measured by the shift of the fundamental mode are

shown in Fig. X-I for various peak pressures. The frequency shift of the TM010 mode

is related to the electron density by the following expression, if we assume that the

'_ (2. 405 r/Rp) with cavity walls at x = +L/2 and theplasma density is n = n o cos _x/_ Jo

plasma radius, Rp, equal to half the discharge-tube radius (discharge tube radius =
13 cm).

n (in particles/ec) = 102Af.
O

A typical electron density decay as measured by the higher order mode-shift tech-

nique is shown in Fig. X-2. The number of modes, _, shifted past a given frequency

Fig. X-2.

1010/cc

109/cc

m

m

T1/e ~ 35 msec

P ~ 8 x 10 -5 Torr

1 I I L I I I I I
I0 20 30 40 50 60 70 80 msec

Higher order mode-shift electron density decay measurement.

is related to the mode spacing, 5f, and the density as follows: n (in particles/cc)=

1300 _Sf, where the frequency of operation is 10 kMc/sec. We expect the mode spacing

at 10 kMc to be =200 kcps; however,the experimentally observed mode shift is 3 Mc/sec.

The difference is due to the overlap of adjacent modes of the cavity. Only the modes that

are strongly excited are detected as distinct modes.

No explanation has been found for the factor of 5 difference between the two density
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Data for eachwere taken on different runs, andthe discharge with side
injection is not always reproducible from pulseto pulse.

If we assume that the decay rate is governed by electron-neutral mirror scat-
tering losses, thenwe may infer an electron energyfor the hot-electron componentof
the plasma of approximately 5 keV, using the relations given in Quarterly Progress

,wl

3.5 x 1014eV/cc

Fig. X-3.

700 psec ( END OF BEAM PULSE )

Transverse energy density from
the diamagnetic signal.

Report No. 80 (pages 128-132). Since

the plasma diamagnetism (Fig. X-3)

does not show an immediate drop after

the electron beam pulse, we assume

that the diamagnetism is caused by the

hot electrons (the low-energy electrons

will be lost from the system within a

millisecond and we would expect the

diamagnetism to fall just after the beam

pulse to the level resulting only from

the high-energy electrons).

The initial density of hot electrons is found to be _7 X 1010/cc- by dividing the initial

diamagnetism by the energy per particle.

We can estimate the total electron density by assuming that cold electrons are pro-

duced and lost as follows: Ionizing collisions produce cold electrons at a rate given by

v.l= no _iVe '

where n is the neutral (hydrogen)density, _i is the ionization cross section (~I0 -16 cruZ/

o /_ velocity.4(E/. 1 keV)l , and v e is the hot-electron Cold electrons are lost from the

system in the time that it takes a room-temperature ion to move half the length of the

system {~l msec}. We have the following equation for the production and loss of cold

electrons.

dn

-_+ 103nc = 6 X lO-8nonh(t),

where n c is the density of cold electrons, n h the density of hot electrons, and n o the den-

sity of neutrals. If we assume that n --3 X 1011/cc and the hot-electron decay is
o

7 X 1010 e -at, where a -1 >>1 msec, we have the following (neglecting the initial build-up

transient) result:

1Z -at -3
nc_t}..= I.3 X I0 e cm

This analysis indicates that the density of cold electrons is approximately Z0 times the

density of hot electrons.
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Further density measurementswill be madewith a Fabry-Perot interferometer and
with a phase-shift interferometer to determine the density during the initial, high-density

5
portion of the decay. A Marshall valve is being constructed to give a faster, more
reproducible gas pulse.6

The useof the facilities of the National Magnet Laboratory for this experiment is

gratefully acknowledged. R.R. Bartsch

References

1. L. D. Smullin, W. D. Getty, T. Musha, and R. R. Bartsch, Quarterly Progress
Report No. 78, Research Laboratory of Electronics, M.I.T., July 15, 1965,
pp. 102-105.

2. S. C. Brown andD. J. Rose et al., Technical Reports No. 66, 140, 222, 223, 230,
ResearchLaboratory of Electronics, M.I.T.

3. T. J. Fessenden,Sc.D. Thesis, Department of Electrical Engineering, M.I.T.,
June 1965.

4. D. J. Roseand M. Clark, Jr. , Plasmas and Controlled Fusion (The M. I. T. Press
Cambridge, Mass., 1961), p. 39.

5. M. A. Lieberman, Quarterly Progress Report No. 76, Research Laboratory of
Electronics, M.I.T., January 15, 1965, pp. 109-111.

6. H. Forsen, "Fast Acting Valve Which Operates at Temperatures up to 400°C, '' Rev.
Sci. Instr. 35, 1362 (1964}.

2. BEAM-PLASMA DISCHARGE: SYSTEM C

a. Digital Data System

In the course of experiments concerned with ion-cyclotron wave generation in Sys-

tem C, a need arose for a means of obtaining time-resolved averages of signals having

relatively large variance. Standard methods of obtaining such averages (for example,

sample-and-hold circuits followed by electronic integration} proved to be of little use,

on account of the low repetition rate (1/sec}. The difficulty was that the signal-to-noise

ratio of a collection of samples {"signal" defined as mean, and "noise" as variance)

improves as _]-N, where N is the number of samples. To obtain a reliable estimate of

the mean, a large number of samples, say, 100, was required. Because of the low

repetition rate, this involved a long real-time interval, and the long-term stability of

existing circuitry was not sufficient to produce reliable results.

The problem was solved by using the digital system shown in Fig. X-4. The input

signal is sampled at a given time with respect to the firing of the beam pulse. The sample

is then converted to digital form by the analog-to-digital converter {ADC) and the

digital form is counted and stored in a preselected channel of a 400-channel counter. The

process is repeated once per beam pulse and each subsequent count is added to the count

existing in the selected channel. When enough samples have been taken to insure
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SIGNAL _I c
SAMPLE GATE CHANNEL ADVANCE

Fig. X-4. Digital data system.

reliability, the count is read out on a cathode-ray tube presentation or x-y recorder.

In the usual application, we want to obtain a plot of the sampled signal as a function

of some variable such as magnetic field, distance into the discharge, and so forth. When

this is the case, the variable is slowly changed by mechanical means and the counting

channel is simultaneously advanced, again, only after a sufficient number of samples

have been accumulated. If the variable is time relative to the initiation of the beam pulse,

the time of the sampling gate may be slowly varied in the manner just described or,

more efficiently, the "sample gate" may be a burst of 400 sampling.gates uniformly dis-

tributed over the time of interest. In this mode it is necessary that each gate also serve

as a channel advance, so that each sample is stored in a different channel, and that the

whole system be reset before the occurrence of each beam pulse.

An example of the use of the system in the ion-cyclotron wave experiment 1 is shown

in Fig. X-5. Here we have plotted the axial dependence of the azimuthal component of

wave magnetic field as a function of distance from the collector for two frequencies.

Fig. X-5.

Z

am

<C

¢_ 0.5

2

O

R-° X Oxo x oX o X oX

oX
o

X

Xo o o
o

X X o o o o o

X
x (a) o o

X
X

X
X

X X
(b) x

I I I 1
10 20 30 4O

DISTANCE FROM COLLECTOR ( cm )

Plots of H e vs distance from collector:

(b) f = 1.3 Mc withf . = 1.4 Mc.
el

(a) f = 1. 1 Mc;

QPR No. 81 73



(X° PLASMASAND CONTROLLED NUCLEAR FUSION}

Each point represents the averageof approximately 50pulses. Curves such as these
are found to be very reproducible and are yielding' valuable information on the propa-
gation of waves near the ion-cyclotron frequency.

b. Ion-Cyclotron WaveGeneration

We havepreviously reported effects associatedwith wavepropagation in the plasma
1

near _ci" Further wave-field measurements, as well as measurementof the electrode
impedance, have failed to reveal the expectedrapid shortening of the wavelength for

_ _ci" This negative result must be a consequenceof either damping processes that

INSULATING

FEED-THRU

STAINLESS OUTER

_ ELECTRODE

1/4" Cu ROD _ _,_

,

DRIFT TUBE

Fig. X-6. New wave-launching system.

Z
are not contained within a theory based on cold plasma plus resistivity or a larger

resistivity than our experimental conditions predict.

To eliminate possible effects at the boundary of the plasma, we have installed the

wave-launching system shown in Fig. X-6. The purpose of this system is to better con-

fine the waves within the body of the plasma and thus minimize any effects associated

with the plasma boundary. The first experiment was to measure the radial dependence

of the azimuthal magnetic field at a point 45 cm from the beam collector and at a fre-

quency of 1.06 Mc, well below the ion-cyclotron frequency of 1.4 Mc. The result is

shown in Fig. X-7; thus our expectation that the wave fields are well contained within

the plasma column is confirmed.

The curve shown in Fig. X-7 has an implication that may be important.

From the cold-plasma plus resistivity theory one obtains a dispersion equation

which, for the branch of interest, yields an axial wave number which, for _ < _ci'

is essentially real and independent of radial wave number. {The last feature is

a consequence of the small impedance presented to electron current flow along

the field lines.} The implication, as far as the system of Fig. X-5 is con-

cerned, is that the RF fields should be confined to an annular region defined

by those field lines intersecting the outer surface of the inner electrode and the inner
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Fig. X-7. Radial dependence of wave field 45 cm from the collector, f = 1.06 Mc.

surface of the outer electrode. Hence, this theory predicts the radial dependence shown

(dashed) on Fig. X-6. As this is not the case experimentally, we conclude that the cold-

plasma plus resistivity theory does not adequately explain our results.

We are now considering the effects of viscosity on the cold-plasma theory, as well

as the possibility of an enhanced resistivity resulting from the unstable nature of our

beam-generated plasma. The last effect has apparently been observed in a hollow-

cathode arc by Boulassier and co-workers, and many of our results could be explained

simply as a result of an anomalously high resistivity.

R. R. Parker
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3. ELECTRON BEAM EXCITATION OF ION OSCILLATIONS IN AN ECRD PLASMA

a. Beam-Excited Low-Frequency Oscillations

Strong electron beam-excited low-frequency oscillations {6-Z5 Mc} have been observed
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in the electron-cyclotron resonance discharge (ECRD). 

a wide range of discharge pressures,  magnetic fields, and beam voltages. 
a 50-300 volt electron beam, of perveance 1 X 10 

discharge tube, 7 inches in diameter and 3 ft long. 
admitted to the discharge tube so as to maintain a gas pressure of 1-10 X 10 tor r .  
A static magnetic field with a central value of 350-550 gauss and a m i r r o r  ratio of 
approximately 3 is maintained along the axis of the discharge tube. The ECRD is 

excited by a 2450-Mc flcookingll magnetron driven by an unfiltered, 3-phase power 
supply. R F  power pulses approximately 2 msec long a r e  generated every 8.3 msec, 
as shown in Fig. X-8. The average power incident on the ECRD plasma is 

180 watts, while the absorbed power var ies  from 70 watts to 100 watts, over the 
range of pressures and magnetic fields encountered in this experiment. 

These oscillations appear over 
Typically, 

- 6 .  . .  , is injected into a stainless-steel 
Hydrogen gas is continuously 

-5 

When both the electron beam and the ECRD a r e  simultaneously activated, strong 
low-frequency oscillations appear in the beam-collector current. These oscillations 
appear primarily in the afterglow region of the ECRD, as shown in the middle 
column of Fig. X-9. The oscillations disappear or a r e  greatly reduced if  either the 
beam o r  the plasma is turned off. Therefore they must ar ise  from a beam-plasma inter- 
action. 

To study the axial variation of the beam-excited oscillations, a 4-ft section of 8-mm 
Pyrex glass tubing was sealed at one end and mounted against the discharge tube inner 

wal l ,  with its length parallel to the axis of the discharge tube. A coaxial E probe, 4 f t  

Fig. X-8. 
RF power pulse and diamagnetic signal v s  time. U 
trace: RF power pulse. Lower t race : diamagnetic 
nal. Time scale, 1 .0  msec/cm. 

PPer 
sig- 

long and 1/8 inch in diameter, w a s  slid into the glass  tube to study the variation of the 
axial electric field a s  a function of axial distance. 
that the probe and glass tube do not disturb the beam or plasma, and that the 

Preliminary measurements indicate 
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t o r r  H2 gas. Central magnetic field: 420  gauss. Average incident power: 
180 watts. Average absorbed power: 80 wat ts .  Beam voltage: 300 volts. 
Beam perveance: 1 .0  microperve. Time scale: 1 . 0  msec/cm. 

Fig. X-9. Time characterist ics of the beam-excited R F  oscillations. Pressure:  10 

beam-excited oscillations observed in the collector current also appear on the axial 
probe. A rough sketch of the “strength“ of the beam-excited oscillations a s  a function of 

axial distance is shown in Fig. X-10. This sketch shows that the oscillations a re  well 
confined to the center of the magnetic mirror.  Since the E probe is against the inner 

discharge tube wall, the oscillations are not confined to the beam region in the center 
of the plasma, but extend outward radially to the discharge tube wall. 
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Previous attempts 1-4 with the same apparatus to observe a low-frequency beam-

plasma interaction were unsuccessful. The electron beam was velocity-modulated at

O

=]z_z
Jw
J_

o _ J ,I0
BEAM

COLLECTOR

"_ DISTANCE(INCHES)
I D

2o 3o
ELECTRON

GUN

Fig. X-IO.

Strength of the beam-excited RF oscillations
as a function of axial distance.

DISCHARGE TUBE

I " I I MICROWAVE CAVITY

-E--', F-, /
BEAM F_ _ O=_-E _ " / =_=_===_--- E L ECTRON

COL L E CTOR"-_==_ _ =_ 4 _zzzz_ GUN

DIAMAGNETIC FABRY- PEROT
COIL MIRRORS

Fig. X-II.

Diagram of the discharge tube showing the
Fabry-Perot mirrors and the diamagnetic
coil. The RF power pulses are fed into the
discharge tube through a circular port in
the center of the tube.

low frequencies (20-200 Mc) in an effort to detect even a weak beam-plasma interaction,

but no interaction was observed. The negative result of these experiments was traced

to a pair of Fabry-Perot microwave interferometer mirrors which were placed inside
1

the discharge tube to measure the plasma density. Each mirror was 3-_ inches in diam-
1 3

eter and-_inch thick, and protruded approximately _ inch into the discharge tube, as

shown in Fig. X-11. In the course of these experiments, a diamagnetic probe consisting

of 40 turns of wire was wound around the discharge tube. With the Fabry-Perot mirrors

in place, no diamagnetic signal could be observed. (Typical plasma densities of 109-

1010 electrons/cm 3 were measured with the Fabry-Perot interferometer.) The mirrors

were then removed, and a strong diamagnetic signal was detected. Simultaneously, the

beam-excited low-frequency oscillations of Fig. X-9 made their appearance. If, with the

mirrore absent, a glass or grounded metal rod is inserted in the radial direction more
3

than _- inch into the discharge tube, then the diamagnetic signal is extinguished. It is

unlikely that much plasma is present so close to the discharge tube wall. Wall sensors

show that the plasma is well confined in the radial direction. More probably, the effect of

the mirrors and radial rods is to modify the electric field in the discharge, so that the

hot electrons are not contained by the mirror magnetic field. In any case, the Fabry-

Perot mirrors were permanently removed from the system.

b. X-ray Bremsstrahlung Spectra

The ECRD generates a flux of x rays exceeding 5 roentgens/hr, for some values of

the pressure and magnetic field. The Bremsstrahlung spectra of these x rays were
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measured by using a 400-channel pulse-height analyzer with a scintillating crystal  of 
sodium iodide. The x-ray detector w a s  collimated so that x r ays  generated at the wa l l s  
of the discharge tube could not be detected by the scintillating crystal. Only x r ays  gen- 
erated in the center of the magnetic mi r ro r  could pass through the collimator and reach 
the detector. 

Time-resolved measurements of the x-ray spectra were made by gating the analyzer 
on for synchronized periods after each microwave power pulse. In this way, the time 
dependence of the spectra could be studied. A sypical time-resolved x-ray spectrum 
is shown in Fig. X-12. F r o m  the exponential falls of spectra such a s  these, the 

Fig. X-12. X-ray Bremsstrahlung s p e c t r u m. Ordinate: 
relative photon intensity on a logarithmic scale, 
10 counts full scale. Abscissa: 75 keV full 
scale, reading from right to  left. Central mag- 
netic field: 420 gauss. Average incident power: 
180 watts. Average absorbed power: 80 watts. 
Pressure:  2.7 X t o r r  H2 gas. Analyzer 
gated on for  1.0 msec,  beginning 2.0 msec after 
the initial r i s e  of the diamagnetic signal. 

5 

lltemperaturef* of the hot electrons w a s  determined. 
wellian, then the Bremsstrahlung spectrum should fall5 a s  exp (-E/T), where T is the 
temperature of the electrons (in energy units) and E is the photon energy. 

If the electron distribution is Max- 

- 
Experimental studies of the x-ray spectra for various magnetic fields and pressures  

have yielded the following results: 

(i) The "tail" of the electron distribution function is Maxwellian, corresponding to  
a lltemperature'f of 5-9 keV. 

(ii) The  temperature^^ as a function of time is roughly constant. The only effect of 
looking at longer t imes after each power pulse is a decrease in the photon intensity; thus 
a decay of the plasma density is indicated. 
remains constant. 

The exponential fall of the x-ray spectrum 

It is possible to calculate a decay time T~ for the hot-electron component of the 

The dominant scattering process in the 
plasma. 
loss cone of the magnetic m i r r o r  and lost. 

The hot-electron density decays because the hot electrons are scattered into the 
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ECRD is electron-neutral collisions.
6.

the scattering frequency is
For scattering of fast electrons by neutrals,

1 P
T

s T3/Z

3. 1 X I07(I+. Z75 in T), (i)

where p is the neutral gas pressure in torr, and T is the electron energy in kilovolts.

The decay time T s calculated from (1) can be compared with the decay of the

diamagnetic signal. Figure X-8 shows a typical diamagnetic signal during one power

Table X-1. Scattering times v s and v d for various pressures. Aver-

age magnetic field: 420 gauss. Average incident power:
180 watts. Average absorbed power: 80 watts.

Pressure T
s TD

(torr) (msec} (msec)

1.9 XIO -4 1.4 1.8

Z. 6XIO -4 1.9 1.9

5. ZX I0-4 0.8 1.0

pulse of the ECRD. This signal is obtained by integrating the voltage developed across

a 40-turn coil wrapped around the outside of the discharge tube. After the RF power

pulse has ended, the diamagnetic signal decays exponentially with a time constant v D.

In Table X-I, TD and v s are compared for various pressures.

In calculating Vs, the neutral-gas pressure was measured with a Bayard-Alpert

gauge, which was calibrated against a McLeod gauge to give a measurement of absolute

pressure. The hot-electron "temperature" was determined by the x-ray Bremsstrahlung

me asur ement s.

M. A. Lieberman, A. Bers
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INSTABILITIES IN HOT-ELECTRON BEAM-PLASMA SYSTEMS

In a hot-electron, Maxwellian plasma, the dispersion function D(to, k .... ) is tran-

scendental, and no analytical method for obtaining its roots exists. Therefore, computer

solutions are often necessary. A computer program to find the roots of D has been

written. This program uses the Newton-Raphson method to follow a root of D as some

parameter of the dispersion function D is varied. The user must provide an initial

guess that is "close" to the root he wishes to follow. Using this program, the dispersion

diagrams of several beam-plasma systems have been studied.

a. Longitudinal Waves in a Cold-Ion Hot-Electron Plasma

In Quarterly Progress Report No. 79 (pages 126-130) the dispersion equation for

longitudinal waves in a cold-ion, hot-electron plasma was considered:

2 2

1 2 + _ -{- Z = O. (i)
to (to-_Vo)2 _ k D _k D tope k D p

The discussion of this dispersion equation given there must be corrected. The caption
2

nb V T
on p. 129 of Q.P.R. No. 79 should read: (a) _ = (b) _ = 1 where _ - npv 2 "

Thus

o

Briggs' condition 1 _ > 1 for a strong ion interaction is not met for either of the dis-

persion diagrams in Quarterly Progress Report No. 79 (page 129). In fact, as Briggs
2

has pointed out, the condition _ > 1 leads to an ion interaction in a Maxwellian plasma

in which the gain is infinite for frequencies just below to .. Thus, one always has a
pl

solution of Eq. 1 with I _ I "* oo as _ -* _pi" A stability analysis shows that this solution

is evanescent for 11 < 1 and convectively unstable for T1 > 1.

Figure X-13a shows the dispersion diagram of the convectively unstable solution of

Eq. 1 for 11 < 1. The stability analysis for this solution is presented in Fig. X-13b. The

gain is finite and is peaked at a frequency slightly below topi" For to < topi' the gain is

large and represents reactive medium amplification of the slow beam wave by the

"inductive" plasma ions. For to > topi" the gain is very small and represents resistive

medium amplification of the slow beam wave by the Landau damped plasma electrons.

Figure X-13c shows the transition occurring when _ > 1. The convectively unstable

solution of Eq. 1 now has an infinite growth rate for ¢_ slightly below _ .. The stability
pl

analysis for this solution is shown in Fig. X-13d.

The gain mechanism is a reactive medium amplification for to < topi and resistive

(Landau damping) medium amplification for _ > topi' as before. Note that in the weak-

beam limit n b <<np, the condition _ = 1 requires V T >>V o. Landau damping is small in

QPR No. 81 81



(X. PLASMASAND CONTROLLEDNUCLEARFUSION)

?
>o

OJpb/c%i = 0.34

4-
Vo/VT.v_ =0.01

_"_'_-'" I. ,MAG,NARY WAVE N?MBER

0 I 2 5

co/c%i

•- 4
Q..

3

o 5
CZ3..

2

I
0

Fig. X-13.

(o)

1 2

cu i/CUpi

[o.8,!.2
ii =

5 4 ,SrVo/Wpi

(b)

Wpb/_pi : 1.48

REAL WAVE NUMBER

IMAGINARY WAVE NUMBER

i i i

I 2 5

_/_pi

(c)

"E,.
3 I

>o
_o

I 2

wi/Wpi

Wr/CUpi

I 2

_r Vo/w pi

(d)

Beam-plasma dispersion equation for longitudinal waves (Landau
damping and ion motions included). (a) _ = 0.32. (b) Stability
criteria for Ti = 0.32. (c) 11 = 6.0. (d) Stability criteria for T1 =
6.0.

this limit, so the resistive medium amplification rates are very small.

It is clear from Eq. 1 that a finite ion temperature would lead to a finite growth rate

at u • in all cases.
pz

b. Onset of the Absolute Ion Instability in a Hot-Electron, Beam-Plasma Waveguide

Consider a waveguide of radius a whose axis is parallel to the static magnetic

field Bo" The waveguide is uniformly filled with a plasma consisting of cold ions and

Maxwellian electrons of thermal velocity V T. An electron beam uniformly filling the

waveguide drifts along the magnetic fluid with a constant velocity V o.

Under the assumption that as a boundary condition the tangential electric field

vanishes at the walls, the quasi-static dispersion equation is

K e+K i+K b- 2 = 0, (2)
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where

2 2 2k t0pi k__ Upi

K i = 1 --_ _°2 -_ _°2 2
- Uci

(3)

2 2 2
k_ ¢Opb k_ tOpb

.... 2 (4)
K b 1 k2 (t°-kllV°) 2 k2 (t°-kllV°) 2 _ ¢°ce

2

K e = 1 +.--_..2 1 + _ In(k) e-k _oZ(_n (5)

k V T n= -_

2 2

klVT _ ( Larmor radius _2 (6)k
2 kWaveguide radius ]t_
ce

to

_n = - ntOce (7)

k IIVT_"

and the linearized potential is assumed to vary as

exp[-j(c0t-kllz) ] Jm(k±r) e jm_. (8)

The boundary condition at the waveguide wall requires that

_m.f (9)
k-L a •

where Cmj _ is the _th zero of Jm" Consider the limit of large magnetic fields, for

which k <<1 and _pb (( _°ce" but Upi >) Wei. For many beam-plasma systems of interest,

these assumptions are well satisfied. Physically• they state that the beam and plasma

electrons are constrained to move only along the field lines. The transverse motion of

the ions is allowed, however• because of their larger mass. Excluding cyclotron bar-

monic frequencies _ce

equation (2) can be written

_°pi tOpb

k_l 1 _°2 (u_'k IIV°) 2

and wave numbers for which k = _0ce/V o, the dispersion

2 WPi

_°Pe Z' I _0 + k 1 j
2- 22 2

2kllV T k I u_ - _ci

= 0, (10)

where Z' is the derivative of the plasma dispersion function, tabulated by Fried and

C onte. 3
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1
Several authors have studied Eq. 10 under one approximation or another. Briggs

considered the limit ¢0/kllVT_r2<< 1 and showed that an absolute instability could exist

near the ion plasma frequency Wpi, even when the plasma in the absence of the beam

supports only a forward travelling wave. This result cannot be predicted by weak

coupling theory. Briggs' condition for the absolute ion instability can be written

tapb > tOpi, provided VT/V o >> I. (ii)

Purl 4 and Wallace 5 both considered a dispersion equation similar to (i0), in which

the hot electrons were represented by a rectangular velocity distribution function instead

of a Maxwellian. Their condition for the absolute ion instability can be written

Wpb > Wpi , V T >V o. (12)

Both Purl and Wallace realized that their condition (12), obtained for a rectangular

distribution of electrons, could not be applied to a Maxwellian distribution in the region

of heavy Landau damping V T ~ V o. Therefore, their condition (12) does not correctly

describe the onset of the absolute ion instability in a Maxwellian plasma. This condition

can be obtained only by properly accounting for the Landau damping.

Po= 5.0

I00 F _kN,, ,GR = i.0

% :_5.ot--_.98 \
%= 75.o1_,'_ ,,,.

I-i _"_ _aR--0'85
D°.9 98X REG,ONOF

,o . ",_4\a R--0.5

.... 0.99"_

>o REGION OF -%,_
CONVECTIVE INSTABILITY _ ..O,-=O 2

>,-- \aR:O.i
I °)Pe = °Jce X

Po : k-L/(Wpi /Vo)
\

=w/OJpi = £R +j£i

0.I I I0 I00

OJpb/OJpi

Fig. X-14. Onset of absolute ion instability in a hot-electron

beam-plasma waveguide.
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In this report the condition for the onset of the absolute ion instability in a Maxwellian

plasma has been determined by numerically setting the _hs of(10) and its derivative with

respect to kll equal to zero. For a given set of system parameters, the frequency w and

wave number kll are determined from these two equations. The additional constraint

Im w = 0 then imposes a relation among the system parameters, which is the onset con-

dition. This condition is shown in Fig. X-14. The quantity VT_]2/V ° is plotted along the

ordinate, and the quantity t0pb/_0pi is plotted along the abscissa• For a given value of-

Po = k±Vo/_°pi" the onset condition Im _0 = 0 divides the graph into two regions. In the

upper right-hand region, the absolute ion instability is obtained. In the lower left-hand

region, only a convective instability exists. Alongside the line Im w = 0, and for each

value of Po" the real part of the normalized frequency w/_0pi is specified. This

frequency is the oscillation frequency of the beam-plasma system at the onset of

absolute instability.

The onset condition has been computed for w = _0 as pertinent to our beam-
ce pe _

plasma experiment in an ECRD plasma. The magnetic field B ° enters into the problem

only through the ion cyclotron frequency Wci' so, for I_01 >>L0ci, the onset condition

Im w = 0 is essentially independent of the magnetic field.

M. A. Lieberman, A. Bers
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5. THEORY OF VHF OSCILLATIONS AND POSSIBLE INTERACTIONS WITH IONS

IN THE BEAM-PLASMA DISCHARGE

In the beam-plasma discharge, a pulsed electron beam of moderate perveance when

injected into a low-pressure gas produces a plasma to which it gives up a considerable

portion of its DC kinetic energy. In his study of the beam-plasma discharge, Getty 1

observed strong RF oscillations and scattering of beam electrons across confining

magnetic fields of several hundred gauss• Hsieh 2 studied the frequency spectrum and
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time dependence of the RF power radiated by the beam-plasma discharge in some detail.

He observed RF radiation principally in two bands of frequencies, the kMc band (7 kMc

to 27 kMc) and the VHF band (30 Mc to 600 Mc). Hsieh interpreted the kMc oscillations

as electron plasma oscillations. This interpretation was verified by Getty, who actually

measured the density of the plasma. In experiments with different gases, Hsieh

attempted to interpret the VHF oscillations as ion plasma oscillations; however, the

results of these experiments were inconclusive.

It is shown here that the gross features of the frequency spectrum of the VI-IF oscil-

lations observed in the beam-plasma discharge may possibly be understood in terms

of a model in which the VHF oscillations arise from the interaction of a filamentary

electron beam with a uniformly filled cold-plasma waveguide immersed in a uniform,

longitudinal magnetic field. This interaction causes a snaking or "firehose" motion of

the beam, corresponding to an azimuthal wave number n equal to plus or minus one.

Since the gain for this interaction is relatively small and the interaction is convective,

an efficient feedback mechanism is a necessary part of this model.

In the model, the kMc oscillations are electron plasma oscillations; that is, the

oscillations are characteristic of the electron plasma frequency tOpe. The VHF oscil-

lations are not "tied" to the ion plasma frequency tOpi' but rather arise from the

coupling between a propagating plasma wave and a slow-beam cyclotron wave. The

frequency at which this coupling occurs may turn out to be in the vicinity of topi"

a. Experimental Observations of the Beam-Plasma Discharge by Hsieh

Figure X-15 illustrates the time characteristics of the beam generated plasma

studied by Hsieh, in which a 200-}_sec pulse of electron beam current is injected into

a volume of gas at pressures of 10-3-10 -4 torr in a magnetic mirror to produce

a plasma. The idealized plasma geometry of the beam-plasma discharge is shown in

Fig. X-16.

At some time T B (= 50 _sec) into the beam pulse, a burst of strong oscillations near

toce (= 800 Mc) appears. These oscillations are accompanied by scattering of beam

electrons across the confining magnetic field and by a rapid rise in the plasma density.

These oscillations near toce usher in the regime of beam-plasma discharge proper.

This regime is characterized by steady light and diamagnetic signals, by energetic

plasma electrons (as evidenced by the X-ray signal) and by strong RF oscillations. The

frequency spectra of these RF oscillations were measured by Hsieh for three different

time intervals within the beam-plasma discharge and for three different gases. The

behavior of these frequency spectra can be summarized as follows:

(i) The RF radiation is concentrated in two bands of frequencies, the kMe band

(7-27 kMc) and the VHF band (30-600 Mc).

(ii) There is a missing band of frequencies, extending from 600 Mc to 7 kMc .and
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including the electron cyclotron frequency _ce (890 Mc), in which no RF oscillations

are observed.

(iii) The kl_4c band shifts toward higher frequencies as the delay time, the beam

voltage or the gas pressure is increased.

(iv) The frequency spectrum of the VHF oscillations is relatively independent of

the delay time, type of gas, gas pressure, and Cover a limited range) beam voltage.

b. Weak Coupling of a Filamentary Electron Beam with a Cold Plasma Waveguide

Physically, the VHF oscillations can be understood in terms of two dispersion dia-

grams, Figs. X-17 and X-18. These two dispersion diagrams show the coupling of

beam and plasma waves for the circularly symmetric (azimuthal wave number n = 0,

Fig. X-17) and noncircularly symmetric (n = ±i, ±2, etc., Fig. X-18) modes in the

filamentary beam approximation.

The model is a plasma-filled waveguide of radius a. An electron beam of radius

b << a flows down the center of the waveguide. The electrons and ions of the plasma have

zero temperature. Experimentally, the VHF oscillations are observed for frequencies

roughly one-half to one-third of the electron cyclotron frequency Wce" For such frequen-

cies, the filamentary beam approximation can be made and proved to be valid. This

approximation stated that

pb<< 1

(i)
qb<< i,

where p and q are the transverse wave numbers in the beam and plasma regions,

respectively. In this approximation, only two beam waves appear for the n = 0 mode

in is the azimuthal wave number, n = 0 is the circularly symmetric mode). These

waves are the "beam space-charge" waves. No "beam cyclotron" waves appear for the

n = 0 mode. This is to be expected, since the electric field is purely longitudinal at the

position of the beam (r = 0) for this mode.

A synchronism between the "slow beam-space-charge" wave and the propagating

plasma wave can only occur if the beam velocity v ° is equal to the phase velocity Vph

of a plasma wave somewhere in the VHF region.

In Fig. X-17 we show the situation generally occurring in the beam-plasma dis-

charge for the n = 0 mode. The phase velocity Vph of the forward propagating plasma

waves in the VHF region is less than or equal to c_._ea, where x is the n th zero of
x nm
nm

the ruth-order Bessel function Jm" Since in the beam-plasma discharge

a w a
v _ ce _ ce-- v (2)
o Xoo Xno ph'
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Beam waves and propagating plasma waves for the n = 0
(circularly symmetric) mode.
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Fig. X-18. Beam waves and propagating plasma waves for the n ¢ 0
(noncircularly symmetric) modes.

no intersection occurs in the VHF region. The intersection in Fig. X-17 near the lower

1 is not within the VHF region.hybrid frequency Wo = 4-3 Wce

In Fig. X-18, the situation generally occurring in the beam-plasma discharge is

shown for all modes other than the n = 0 mode. The n = +1 modes are the "fire-hose"

modes, corresponding to a snaking motion of the beam. The n = +2 modes have a

double angular variation, and so on. For each pair (±1, ±2, ±3, etc.) of noncircularly

symmetric modes, four beam waves appear: two "synchronous" beam waves and two

"cyclotron" beam waves. The slow cyclotron wave intersects the plasma waves in the

VHF region, as shown by the circles in Fig. X-18. This intersection between a negative

and positive energy wave must lead to a convective instability.
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The dispersion equationfor the interaction of a filamentary beam with a cold plasma
waveguideis3'4

2
_0pb 2K2_

= (3)

tod(_0d+toce) Nl(qa)
1 + _ q2b2

Jl(q a)

Near synchronism between the slow-beam cyclotron wave and the propagating plasma

waves of Fig. X-18, Jl(qa) = 0. Expanding Jl in a Taylor series, one finds

2 (___o) (4)Jl(qa) _-

_oN1 (qnl a)

Using (4), one can cast (3) into the form

2 topb
to toce 1 2

(_-_o) v° 2v° v° %/ 4 + 2--KL/ = -Co(C°)"

Here, Co(_) is to be evaluated at the synchronous frequency and is given by

(5)

1

W_PbqnlbN1 C to _2 toce

Co(¢0)= 4Vo _2---_/ \--_+2--_] . (6)

The maximum amplification rate occurs exactly at synchronism and is

(_i)max = Co(W).
(7)

c. Comparison Between Theory and Experiment

The theoretical growth rates have been calculated from Eq. 7. For the experimental

parameters shown in tabular form below, the first few interaction frequencies and their

growth rates are

tol = 460 mc _il = .0048/cm

w2 = 380 mc _i2 = ,0054/cm

to3 = 240 mc _i3 = .0052/cm

These growth rates are quite small. The effect of a finite temperature or collision

frequency on the magnitude of these gains has not been investigated.
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These amplification rates could not by themselves lead to the observedVHF oscil-
lations. For a 40-cm system, these rates correspond to a power amplification of only
1.6 db over the length of the discharge. Unless the power is fed back to the entering
beam, oscillations at these frequencies will not take place. Therefore, a feedback
mechanism is a necessary part of this theory if it is to be relevant for explaining the

observed VHF oscillations in the beam-plasma discharge. One possible feedback device

is the plasma wave propagating in the negative z direction. This wave has a negative

real _ and a negative group velocity Vg. It is the mirror image (about the frequency

axis) of the forward propagating plasma wave shown in Fig. X-18. This negative z-

directed wave is only slightly perturbed by the filamentary beam. The feedback system

then consists of the positive z-directed wave having a gain = . 005/cm and a group

velocity Vo, coupled with the negative z-directed wave having a gain of unity and a group

velocity Vg. Oscillations will build up in this feedback system at a rate _0i given by

v v

o g (8)=_wi iv +v
o g

For the parameters of Table X-l, the time constant v = 2_r/w i for the buildup of VHF

oscillations in the discharge is

T = 1 Fsec. (9)

Thus this simple feedback mechanism might explain the observation of VHF oscillations

in the beam-plasma discharge.

A detailed study of the predictions of the filamentary beam theory shows:

1. In the frequency range 460 Mc < f < 2.7 kMc, which includes the cyclotron

frequency fce= 890 Mc, no RF oscillations should be present.

2. Below 460 Mc, VHF oscillations should be excited which display a mode

structure; that is, the frequency spectrum of these oscillations should consist of a

series of peaks which begin to blur together as the frequency f is decreased greatly

below 460 Mc.

3. The RF intensity of the VHF oscillations should be greater near the beginning

of the beam-plasma discharge since the amplification rate _i given by (7) is a mono-

tonically decreasing function of plasma density.

4. The VHF oscillation frequencies should be only a function of _)ce" Vo' and a.

That is, the frequencies at which VHF oscillations occur should be independent of the

plasma density, type of gas, gas pressure, beam perveance, beam diameter, and beam

density. On the other hand, the oscillation amplitudes should be functions of all these

parameters.

These theoretical predictions are all borne out by Hsieh's data.
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Table X-1. Typical parameters for the beam-plasma discharge studied by Hsieh.

Beam pulse length = 170 _tsec

Beam breakup T B = 4 to 6 _sec

Beam voltage V b = 6 kev

= 4.6 X 109 cm/secBeam velocity v °

Beam perveance K = 1.0 X 10 -6

Beam diameter 2b = 0.2 cm

Beam density n b = 2.0 X 1010 cm -3

Beam-plasma frequency Wpb = 1.3 kMc = 8.0 X 109/sec

Mirror ratio R = 3

Central magnetic field B ° = 280 gauss

Electron cyclotron frequency ¢0ce = 0.89 kMc = 5.6 X 109/sec

Ion cyclotron frequency Wci = 0.48 Mc = 3.0 X 106/sec H 2

Hybrid frequency _/_cet0ci = 21.0 Mc = 1.3 X 108/sec H 2

Plasma diameter 2a = 2.5 cm

Pressures: 1.1 X 10 -3 torr H 2

2.8 X 10 -3 torr He

2.5X 10 -4 torr A

Electron plasma frequency

Plasma density np

= 15 to 25 kMc (94-156 X 109/sec)
pe 2 -3

= 3.5 to 4.5 X 101 cm

d. Small-Signal Ion and Electron Energies

One can calculate the small signal electron and ion oscillation energies for the VHF

oscillations occurring in the beam-plasma discharge. This calculation is independent

of the particular mechanism which drives the oscillations. One assumes only that VHF

oscillations exist and that they are oscillations of a cold electron-ion plasma immersed

in a static magnetic field B o.

Using the small-signal ion and electron force equations and assuming plane wave

propagation at an angle to the magnetic field, one finds that the ratio of the ion-to-

electron oscillation energy is given by

I L_+ %__!i
1+_02 KI I 2 2

K-L [2 2_ 2

k -%i]
m (10)Ei/E e =

2 '

w2 + to
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where Kll andK_Lare the parallel and perpendicular dielectric constantsof the plasma.

( mFor VHF frequencies _ 3 /' Ei/Ee = 2_-. Ther,efore the VHF oscillations do not

represent ion motions. No significant amount of ion oscillation energy exists at VHF

frequencies.

e. Suggestions for Beam Interactions with Ions in a Cold Plasma

The ratio Ei/E e is unity at the lower hybrid frequency w° = 7_0cet0ci. The ratio

Ei/E e continues to rise as the frequency is decreased, and has a resonance at the ion

cyclotron frequency Wci. The detection of RF oscillations in this frequency range in the

beam-plasma discharge would indicate the presence of significant ion motions.

If energy is to be transferred from an electron beam directly to the ions of a

plasma, two conditions must be satisfied.

1. There must be an interaction frequency w for which unstable waves exist in the

beam-plasma system.

2. The ratio Ei/E e of ion-to-electron oscillation energies must be reasonably large

at this interaction frequency.

There are two interaction frequencies that satisfy both of these conditions in a

cold-plasma waveguide: the ion cyclotron frequency Wci and the lower hybrid frequency

w o = _ The growth rates for beam-plasma interactions near the ion cyclotron

frequency Wci are usually quite small. One is thus led to consider whether a beam-

plasma interaction at the lower hybrid frequency _0° could significantly excite ion
motions.

Convective instability at the lower hybrid frequency w ° arises from two mechanisms:

1. reactive medium amplification for frequencies slightly below wo.

2. synchronous interaction between a slow beam space-charge wave and a propa-

gating plasma wave, for frequencies slightly above wo.

The growth rates at the hybrid frequency w° can be quite large. For example, in

the filamentary beam approximation, reactive medium amplification rates 3"4 of 0.06/cm

are obtained in the beam-plasma discharge. "Ion heating" might thus be accomplished

by modulating the electron beam at the lower hybrid frequency w o.

M. A. Lieberman, A. Bers
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6. QUASI-LINEAR THEORY OF NARROW-BANDWIDTHCONVECTIVE INSTABILITIES

Consider an electron beam that is injected into a semi-infinite electron-ion plasma,

plasma waveguide or other slow-wave structure. For many beam-plasma systems,

linearized theory predicts that the interaction between beam and plasma gives rise to a

narrow-bandwidth, convective instability.1 By a convective instability, one means that

the linearized fields vary as

exp[ j(tot-_._) ],

where the frequency to is taken to be purely real, and _ is complex. The imaginary part

of _ describes the growth or decay in space of the waves arising from the beam-plasma

interaction. In many systems, these spatially growing waves are narrow-bandwidth;

that is, the gain _i(to) is sharply peaked within a small frequency region Ato <<too about

the frequency of maximum gain too" The dispersion diagram for narrow-bandwidth, con-

vective instability is shown in Fig. X-19.

ii

,Br (_) --

Fig. X-19. Dispersion of a narrow-bandwidth,
convective instability.

In this report, we would like to investigate the onset of nonlinear effects and obtain

a description of the slowing down of the electron beam. The theory and computations

presented in a previous report 2 were found to be largely erroneous.

a. Formulation of the Quasi-Linear Theory

Each of the N species (beam electrons, plasma electrons, plasma ions, etc.) is

described by the collisionless Vlasov equation

D +V._a_a +e(E+vXB). i 0. (1)
a7 a

These N equations are coupled through a curl-free electric field E (we make the

electrostatic approximation):

_---_-XE" = 0 (2)
a_

--_-_"E = _' eini f fi d_'. (3)
Co 8_ i
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A time average ( > can be defined:

T

1/0°<>=- dt, (4)
where

2x <<To << 2x (5)

Since the gain is narrow-bandwidth, the averaging time T o

Let us define two functions

always exists.

fo(r-, v', t) -=-( f(-{,V, t)}

fl(_,_,t) -- f(_,_, t) - fo{_',_,t).

(6)

(7)

It follows immediately that

(fl> -- 0.
(8)

Thus f has been decomposed into the sum of a slowly varying and a rapidly varying

function of time.

We assume that no external electric field is applied, from which

<E} = 0. (9)

We then write

E(r,t) = 0 + El(r,t).
(i0)

Substituting (7) and (10) in the Vlasov equation (1) yields

_t +_'--_'-B +e_)_- m(E +VXBo) --8-_(fo+fl)=o'l "_)__j

Time averaging (11), we get

+ v'-- +-m vX Bo" fo = (Elfl)"
a_ m a_

(II)

(12)

Subtracting (12) from (iI) yields

+V._8_8 + e VXB a f + e E'I'--- e 8 . (13)
8_ m o" 1 m D_ m By"

Note that if E1 and fl are first-order quantities in some small parameter, then the

right-hand sides of both (12) and (13) are second-order in this parameter. This suggests

an iterative scheme for solving (12) and (13), in which the right-hand sides of both

equations are initially set to zero. One then recovers the equations of linearized theory.
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In the procedure of quasi-linear theory, 3 the right-hand side of (13) alone is set

equal to zero. The solutions fl and E 1 of Eq. 13 are then explicitly obtained in terms

of the unknown function fo" When these solutions are substituted in the right-hand side

of (12}, a nonlinear differential equation for f is obtained. It is the fundamental
o

equation of quasi-linear theory:

(-_+ _'-_-a+evXBsrm o" 8___)f=av o me 8va (_l(f)fl(fo)>. (14a)

One can show that ifthe wave vector _ is independent of fo' then the product Elf 1

appearing in (14a) would be a linear function of f . In this case (14a) reduces to a dif-
o

fusion equation:

O 3 3 ( 0f° /0--t-+v'-+-" _(_,7_). = 0, (14b)

where D(r, v) is the diffusion tensor.

In the interest of mathematical tractability, (14a) wiil be linearized by setting the

wave vector _ equal to its initial value when the beam first enters the interaction region.

One expects this linearization to be valid, provided the diffusion of the beam does not

significantly alter the value of the gain _i(t0) from its initial value. Provided the gain is

limited by other factors (finite transverse boundaries, finite plasma temperature, etc.),

the effect of beam diffusion on the wave vector _(_0) should be unimportant during the

initial stage of the interaction.

b. Diffusion Coefficient in One Dimension

We consider a one-dimensional problem and derive the diffusion coefficient D. Let

us assume that the electron beam can be described by the one-dimensional Vlasov

equation

+V_-z +eV''m _- f(z,v,t) = 0. (15)

The linearized solutions (El, fl) are given by

J(i°t-_n(a))z) (16)
¢1 = _, f_ dt0¢ e

n _oo ton

fl e 8fo oo _n(U) j(wt-_n(t_)z)= -m- 8--v Z f ctw tt0n e (17)

n -_o ¢0- _n(CO)v
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In Eqs. 16and 17wehave written the linearized solutions (El, fl ) as a sum over ele-
mentary traveling waves. The sum over n is takenover the different branchesof the

dispersion function _n(W). Only one of these branches is taken to be convectively
unstable. The quantity ¢_n is the "Fourier coefficient" of the linearized solution at the

real frequency _0. This coefficient describes the initial excitation of ¢ 1 at z = 0, when

the beam first enters the interaction region. Note that since _1 must be a real function,

@* =
_on -wn"

The diffusion coefficient D will now be evaluated. From (14a),

e [ 8 fo_- 1

D = +_(Elfl)_--_) .

Using (16) and (17), and doing the time average, we have

2 j -j (_n(CO)+iSn,(¢o'))z

m n n' w' - 0n,(W')v

or

D = _ Dnn , .

n,n'

Here we have written

En_ = J_n (to) ¢¢0n"

(18)

1 (eJ(W+w')To _1)

(19)

(20)

(21)

Physically, the double sum over n and n' represents a summation over all the waves

present in the one-dimensional system. Only one of these waves, say n = 1, is assumed

to be convectively unstable. Let the maximum gain .Jim _l(,0)[max. of this unstable wave

be 7. For 7z < 1, the unstable wave has not greatly increased in amplitude over its

initial value at z = 0. Therefore, physically, we expect each term in the sum (20) to be

equally important; the contributions of the purely propagating or evanescent waves to

D for 7z _< 1 cannot be neglected. On the other hand, for 7z (( 1, the amplitude of the

unstable wave has increased greatly over its initial value at z = 0. This should manifest

itself by an increase in the diffusion term Dll. For 7z sufficiently large, we expect the

term Dll to be much larger than any of the other terms Dnn , in the sum (20).

Note that there is an upper limit L on the size of 7z. If 7z > L, then fl becomes

comparable in magnitude to fo" and the whole procedure of quasi-linear theory, in

which the right-hand sides of (12) and (13) are assumed small, is invalid. The upper

limit L is set by the magnitude of the initial excitation Cwn" If Cwn is "small enough,"

then L >> 1. We then assert that
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D(z,v) = Dll (22a)

within the range

1 <7z <L. (22b)

The diffusion term Dll is given by

2 (e j(_'w')T° ). (23)
D11 _ e 2 f d¢o f de0' EcoE¢o ' ]" 1 e-j(6(co)+_(co'))z 1 -1

m _o'- 6(w')v j(co+to')T o

The gain Im 6(w) of the unstable wave has a positive peak 7 at _0 =to o and co =-to o , as

shown in Fig. X-19. Let us expand the dispersion function 6(to) in a Taylor series around

w° and - _0o:

_(_0o+S) = q+_--s+... +j 7-gCoS +...

g (24)

6(_¢_o_S) ___ ( 1 2 )1 s-. +j 7-_c s +=-q v "" o "'"
g

in which by definition,

1 _ a(Re 6) ¢°oVg _w

82(Im 6)I
c° - 8w2 _o"

(25)

(26)

The bandwidth A¢o thus appears in a natural manner from these expansions:

Aw =--_o" (27)

For 7z >> 1, the exponential space factor of the integrand in (23) is peaked near _0 =

+to o and to' = +w o. From the inequalities (5), one can thus write (23) in the form

2

e (i1+i2), (28)Dll - 2
m

where

I 1 f( f( 1 -j(_(w)+_(w'))z= dw' clwjE oE¢o, e
_0o) -_o) _0'-6(w')v

(29)
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and

1 e-j(_(w)+[_(w'))z. (30)

12= f(_Wo) cl_' f(t_o)cl_jEwEw, w,_ _(_')v

In (Z9) we let w' = w
O

integrations to obtain

+s and _ =-w o-t, use the expansions (24), and do the s and t

CoVg/ oo  'II,,  -Imoo:
where Z(y o) is the plasma dispersion function, tabulated by Fried and Conte. 4

Let us return to (30), the other half of Dll. Setting w' = -_0 o

this integral and using the expansions (24), we obtain

(31)

- s and _0=_o+t in

* (32)
12 = 11 .

Thus

27e 2 A_ _22,' 2Tv2g_z v-t°°+J'YV+J 2-2"_g/J

The terms in (Aw) 2 can usually be neglected, since Aw is assumed small. Furthermore,

for most systems, the argument of the Z function is much larger than unity, even at

resonance v = Wo/q, unless the gain 7 is very small. Expanding the Z function in an

asymptotic series, one obtains a simplified form for the diffusion coefficient D:

27e 2 2 e 2Tz Tv

Dll(TZ>>l) = --_lEt_ol (At°)2 _z (Wo_qV)2 + 72v2" (34)

Note that (34) has a singularity in the limit as _z -_ 0; however, Dll is not correctly

given by (34) in this limit. In fact, we shall neglect the diffusion of the beam in the

region _z < 1.

c. Beam Diffusion in the Steady State

Assume that at t = 0, an electron beam is injected into a semi-infinite interaction

region. After the initial transients have died out, the beam will reach a steady state,

in which the velocity diffusion of the beam will be a function of the distance z from the
8_

beam entrance plane z = 0. Accordingly, we set _ -- 0 in the diffusion equation to obtain

( afo\
% a --o, (3s)+
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where D(z, v) is given by (33) or (34). One can demonstrate the following properties con-

cerning all distribution functions fo that satisfy (35):

1. The number of beam electrons is conserved. Proof: Integrate (35)over all

velocity space.

2. The distribution function has a velocity derivative {afo/aV)v= 0 which is zero for

any z. Proof: Expand (35) and take the limit v -_ 0, using (34) to evaluate the limiting

form of the diffusion coefficient D.

3. Beam electrons are never reflected or "turned around" in velocity space.

Proof: Integrate {35) over negative velocities and use 2.

4. Assume that the entering beam is monoenergetic at Tz _" 1. Then initially, the

beam loses power provided v ° > to/q. Proof: The power flow p(z) is given by

p(z) = fo dv V3fo{V, z).

Multiply {35) by v 2 and integrate over positive velocities. The second term can be inte-

grated by parts twice to yield

ap) a (vD(z, V))v= v
_z Tz< 1 = - a--_ o

From (34), it then follows that

---(a_-_P_ <0, provided v >(t0o/q)_, - which is the condition for the existence of a
\oz/7 z<l o

convective instability. Q.E.D.

Computations on the diffusion of fo for a particular example are at present in

progress.
M. A. Lieberman, A. Bers
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7. WAVE-MIRROR HEATING

In our last report,1 we looked at the heatingof electrons reflecting off hard walls
(idealized magnetic mirrors) in the presenceof a longitudinal traveling wave. We found
that this heating could be considerable, if the walls were perfectly reflecting or if the
electrons bouncedback from the walls with a phaserandom to the entering phase.

Computer experiments were run to check the theory, since a number of approxi-
mations had beenmade. The heatingarising from the hard walls and the random phase
of the re-entry model was evengreater thanexpected(Fig. X-20).

Computer experimentswere also run with a more realistic model of the mirrors.
For a wavevarying as cos(_t-kz), distances were normalized to k-1, times to 9-1.

0.026 --

0.022 _

_ 0.018

0.014

0.010

0.008

• HARD WALLS (AVERAGE OF 70 ELECTRONS)

/_ RANDOM PHASE ( AVERAGE OF 40 ELECTRONS )

] I I I I I I I I I
1 2 3 4 5 6 7 8 9 10

NUMBER OF COLLISIONS

Average energy gain vs number of wall collisions.
(Hard walls and random phase of re-entry.)

Fig. X-20.
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• MIRROR FORCE= 0.02 e -1000 j X-XmJ cos(T - x)-0.002 (AVERAGE OF 4 ELECTRONS)

x MIRROR FORCE=0.02 e- J X-XmJ cos (T-x) -0.001 (,AVERAGE OF 4 ELECTRONS )

T MIRROR FORCE=0.02e- J X-Xm J cos (T-x) -0.001 (RANGE OF 4 ELECTRONS)

I _' I I I 1 I I I I
1 2 3 4 5 6 7 8 9 10

NUMBER OF COLLISIONS

Fig. X-21. Average energy gain vs number of mirror collisions.
(Constant decelerating force in mirrors, with expo-
nentially decaying waves.)
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The wave (normalized), varied as 0.02cos(t-x) between the mirrors, and as
-alx-xl m

0.02e cos(t-x) +.001 in the mirrors. The initial velocity in all cases was

0_1 w/k. The results for a = 1000 and a = 1 are shown in Fig. X-21. For a = 1000, the

results are about the same as for the random phase theory. For a = 1, however, the

heating is practically nonexistent. Similar results occur for a = 0.1 and a = 0. For the

a = 1 case, the maximum point of penetration into the mirrors is 5k -1, less than a

wavelength. The time involved in reflection was _ 30 oscillation periods.

The results are physically plausible. For hard walls or a random-phase model, an

electron can be accelerated for a half-period, reflected, and accelerated for another

half-period, since both the velocity and field have changed sign. For more realistic

mirrors, the electron spends several periods in being reflected. Each half-period is

then almost exactly cancelled by the next half-period.

Since the wavelength in a beam-plasma system is normally small compared with

the mirror dimensions, it seems unlikely that this kind of heating is important.

J. A. Davis

°
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8. THEORY OF PLASMA EXCITATION BY A LINE-CHARGE SOURCE

As a first step in understanding the excitation of the beam-plasma discharge (BPD)

by a modulated beam 1"2 we consider the following theoretical model: Assume a linear-

ized hydrodynamic representation of the fully ionized macroscopically neutral two-

component plasma, with a longitudinal DC magnetic field, Boi- z. The unbounded plasma

is excited by a sinusoidally varying line charge oriented parallel to the DC magnetic

field, p = po6(X)6(y), for exp(jtot) sinusoidal steady-state time dependence. The constant

Po has units of coulombs per meter. We are interested in quasi-static solutions that

have azimuthal symmetry and no longitudinal variation.

The linearized transport equations are

=-Noe(I_+v e oTz u 2 Vn (1)jt0meNo_ e XB ) - me e e

2
jt_miNo_ i = Noe(E+_iXBjz) - miu i _Tn i,

with the linearized equations of continuity

(2)
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No V .Ve = _June (3)

NoV. Vi = _Jwni (4)

-- POlo cooe(ni_ne).
V-E = 6(x)6(y) + (5)

Introduce a scalar potential @, where

E = -V@.

We are interested in solutions for which E z = 0, and Vez = Viz = 0,

unknowns _, n e, n i, Vex, Vey, Vix, and Viy.

The set of seven equations is solved by using Fourier transform theory, and the

following transform pair:

(2_r)2 _ _=o
f(kx, ky) e -jkxx-jkyy dk x dky

f(kx, ky) = f__ f___ f(x, y) eJkxx+jkyy dx dy.

(6)

leaving seven

(7)

The solutions for the transformed equations are

!22 2 2!]Po 2 kTU i-io +_ci

no:- O e 
(8)

r/k2u 2 2+ 2 )]
-Po 2 [_ T e"W ce

(9)

Po kTUi-_ +t°ci kTUe'_ "_ce
(10)

Vex = --

+. 2 u 2 2+w2I(o x 47
(II)

v
ey

Poe
m E

e o

• 2 u 2 2._2

(12)
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_0kx-]to to +t0ce
Poe (13)

v ix-mic° L k2D(kx , ky) ]

toky+jto to +t0ce
Poe (14)

Viy-mic° L k2D(kx , ky} J "

Here, D(kx, ky) is the dispersion relation 3 given by

/,2 2 2 2 2 \/ 2 2 2. 2 . 2 _ 2 2 (15)
D(kx, ky)= _KTUi-to +t0ci+t0piJ_kTUe-_ tt0ce+Wpe )-topetopi "

where

2 = k 2 + k 2.
kT x y (16}

The quantities of Eqs. 8-14 are the spatial Fourier transforms of the first-order

densities, potential, and velocities caused by the sinusoidally varying line charge. The

responses as a function of x and y are obtained by taking the inverse Fourier trans-

forms as given in Eq. 7. This work is at present in progress.

G. D. Bernard, A. Bers
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9. EXPERIMENTAL INVESTIGATION OF INSTABILITIES IN AN ELECTRON BEAM

WITH TRANSVERSE ENERGY

Calculations of Bers and Gruber have predicted instabilities in an electron beam

confined by a magnetic field if the electrons have enough transverse energy. 1 To find

the optimum conditions for the instabilities, it was necessary to plot the dispersion

relation for different values of the plasma frequency top and of the parameter k_l_V0_l_/Wc

(k.L= propagation constant perpendicular to the magnetic field, V0.L = transverse velocity

of the electrons, toc = cyclotron frequency). 2 These resulting figures show that an

+kinstability can be expected in a plasma at to = 0.6 wc or in a beam at w = 0.6 toc liV011

(kl] and v0] I are the propagation constant and electron velocity parallel to the magnetic
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field). The necessary condition for the plasma frequency is tOp > 0.6 toc. If top = 0.7 toc'

the ratio of the propagation constants parallel and perpendicular to the beam will be

kll/k / >i 2. In a cylindrical beam surrounded by a metal cylinder the electric field of the

wave should have a transverse dependence proportional to the Bessel function J0(k.Lr).

For a metal cylinder of radius 1.2 cm, it follows that k L = 2/cm and kl] >/ 4/cm. With a

magnetic field of 70 gauss (fc = 200 Mc/sec) and a velocity of the electrons corresponding

to 100 V, the instability should occur at a frequency of 600 Mc/sec or higher. This

value is only an estimation because the theory assumes infinite transverse dimensions

of the beam.

For the experiment two tubes were built (Fig. X-22). They are mounted inside a

solenoid producing a constant magnetic field. A gap of 1 cm in the solenoid is located

immediately before the phosphor-coated collector to allow the observation of the beam

striking the collector and the detection of any RF signal. Two grids are mounted in

front of the cathode so that the beam voltage and the beam current can be varied inde-

pendently.

,.MAIN SOLENOID, 3LAYERS
42 WINDINGS (6 LAYERS) / 0.7 mm WIRE
\ /

'\ CORKSCREW WINDINGS/ /BRASS TUBE

/ 34ram \'\ // /17 WINDINGS

/ 3/0.6ram\\ -_t-3mm / / / /6LAYERS(~I38WlNDINGS)
//286mm _.'4_2m_ // / j \
/ C.S ......,:..

1 ' ' ,_FIRST GRID
_/_ _ _'_SECONDGRID

J// CATHODE i I i \
Ilmm DIAMETER : ! ! i \

\ ii i i\
\HEATING _,_ P,-- 5turn 5mm _" i PHOSPHOR

ELEMENT / _ i COATED

4,6mm ='_:f--J:_, COLLECTOR
I0mrr{ \lTmm

Fig. X-22. Schematic diagram of the experimental tube.

A fraction of the total kinetic energy of the electrons is converted into transverse

energy by a corkscrew device. 3 Two corkscrews were designed and built for a magnetic

field of 70 gauss and 100 gauss. The corkscrews decelerate electrons starting at a beam

voltage of 150 V, converting one-third of the electron energy into transverse energy.

The electrons leaving the corkscrew spiral around in orbits of 7-mm diameter at

70 gauss and 5-mm diameter at 100 gauss.

The first tube was built to check the corkscrew device. In this tube the second grid
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is replaced by a plate with three small holes at different radial distances from the axis

of symmetry. The three holes produce three thin beams and three points on the

collector. The corkscrew transforms the three points into three circles with a diameter

of 7 mm or 5 mm. The corkscrew device worked very well. Small deviations from

the correct values of the magnetic field, beam voltage, and corkscrew current were

admissible.

Under the assumption of a beam cross section equal to that of the cathode (1 cm2),

the necessary current at 70 _auss, 100 V, and _0p = 0.7 t_c is 23 mA. Thus the perveance
of the beam is 23 • 10 -6 I/V 3/2, which is close to the highest possible perveance. This

value could not be reached with the tube, however, since the beam becomes unstable at

15 mA and spreads out. Operating at lower magnetic field should permit lower current

density, but unfortunately the magnetic field is then too small for sufficient confinement

of the beam.

No oscillation was found at the expected frequencies, but the tube showed strong

oscillations at 250 Mc/sec when working without the corkscrew. In this case the tube

acts as a double-stream amplifier. The rate of back-scattered electrons from the

collector 4 with sufficient energy is high enough to form a second beam confined by the

magnetic field. This beam flows toward the cathode and is reflected again by the

cathode (or grid) potential.

To find the predicted instabilities, it appears that higher beam densities are neces-

sary. One possible way of achieving this is to use a neutralized beam. This work will

continue either at M. I. T. or at the Technical University of Berlin.

G. Bolz
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10. HIGH-FREQUENCY ELECTRON-PHONON INTERACTIONS IN A MAGNETIC

FIELD

Bers and Musha have previously reported 1 the classical disi_ersion relation for

electrons interacting with acoustic waves in a solid. They considered parallel electric

and magnetic fields in the quasi-static approximation. Taking the deformation potential

as the coupling between the electron and phonon systems, they found the dispersion

relation
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K
P

where

+K - 1= 0, (1)
e

2 2 2
to -q s

Kp = 2 (2)
2 22 CeL 4

to -q s +---_q
pe

2 dWll dWl wi2_r
top _ n

r_(] 3f01 af01______
J2n(p)

8wi qll _Wll/\w±

(to+iv-q ilWll-nto c)

K e = 1 - 2 (3)

1 + iv ,o dWll dW'L w/2_'fo n (to+iv-ql_ll-m°c)

Here, s is the sound velocity, top is the electron plasma frequency, toc is the electron

cyclotron frequency, qll is the wave-number component along B0, ql is the wave-number

component across B 0, and p = qlWl/toc; v is the electron-lattice collision frequency,

and phonon decay is ignored in Eq. 2.

We have been analyzing the instabilities predicted by these equations for parameters

typical of InSb at 77°K with an effective deformation potential coupling constant taken to

be 30 ev. 2 For these parameters Maxwell-Boltzmann statistics are appropriate and we

as sume:

fo-
2 2 2

1 exp_ (wj+Wll)/2v T

(2_r)3/2 v 3

(4)

2
f01- 1 exp _ ( w_+{Wl _VD} 2 )/2v2, (5)

(2_)3/2 v 3

where v T is the thermal velocity, and vD is the drift velocity.

The imaginary part of the frequency, _0, for real wave vector, q, has been computed

as a function of the angle of propagation for various values of electric and magnetic

fields with the aid of Project MAC CTSS. The results are shown in Fig. X-23.

Taking the appropriate values of the parameters, we find tha% to may be considered

to be purely real in Eq. 3, as toi >>v. The computations were carried out with this

approximation.

Since the electron-phonon interaction has a relatively small effect on the unper-

turbed electron and phonon systems, toi <<tor = qr s and Re K e >> 1. In this approximation

the dispersion relation may be solved explicitly for the growth rate of phonons:
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C2CL q3

t_i~ 2 s Im (Ke).
pe

(6)

The physics of the interaction and the results of our more exact computations may be

readily interpreted from this approximate description. For the high frequencies that

%

f

Fig. X-23.

3x 10 7 cm/sec
VT:

4I3__ E: 20v/cm _F E =40v/era

I t b
°b 0.2 0.4 0.6 0.8 i,o 0 0.2 0.4 0.6 o.s 1.0 0 0.2 0.4 0.6 0.8 i.o

cose cose cose
(o) (b) (c)

Variation of amplification with direction of propagation. The vari-
ation for very small cos 0 has been included only for B = 0 kg and

B = 6 kg. (a) v D much less than v T. (b) v D slightly greater than

v T. (c) v D much greater than v T.

we are considering, the mean-free path of the electrons is large compared with a phonon

wavelength (qvT/v >> 1). Thus the major contribution to Im {K e) that gives rise to growth

comes from anti-Landau damping, and the effect of collisions is usually small.

a. Zero Magnetic Field

In the limit of zero magnetic field, the expression for K e reduces to

af01
2

_Op _o _o W-L2_'q II aWll

'-,, '--
q _o (_+iv-q ilWll )

K = 1 + (7)

e oo oo W-L.2//'fo

l+iv _ dWll _0 dWL

_oo (t0+iv-q llwll )

and the general behavior of toi versus angle can be explained on the basis of anti-Landau

damping. The most interesting feature of these curves is the sharp peak in the
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amplification that occurs for propagation almost across the field when v D > v T. This

peak occurs at just that angle where one would expect the largest Landau damping

= tO

effect, namely cos B q--_, as can be seen from Fig. X-24.

W x ,Wy

(VD_VT) _ :Wll

(o) (b)

I •

I cos 8

W x ,Wy

Im (oJ)

(VD_VT) • Wll 01//

(c)

I D

I cos 8

(d)

Fig. X-24. (a) Distribution function, f01" for v D > (VT+S). Circles

af01 .

represent loci of constant f01" aWl---_ is maximum along

the dotted line (wll = v D - VT). (b) Expected variation of

the amplification with angle of propagation for the case

represented in (a). (c) Same as (a) except that v D < v T.

(d) Expected variation in the amplification for the case
represented in (c). Note that there is no peak in the
amplification for propagation almost transverse to the
field as was the case in (b).

The maximum Landau damping effect is expected when the electrons along the line

{v D - v T} (maximum slope of the distribution function} are moving in the direction of

wave propagation with a velocity equal to the phase velocity of the wave. Also, damping

is expected whenever there are more electrons moving infinitesimally slower that the

wave than are moving infinitesimally faster than the wave; this condition is satisfied

for cos e --< _0 Mathematically this is contained in the dispersion relation, in that
qv D •

Ofo1 to

aWl---_ must be evaluated at the pole of the denominator, i.e., cos 0 =--,qwll neglecting

collisions. Thus as cos e varies from 0 to 1, Wll varies from =o to s and the general

form of the growth as a function of cos e is shown in Fig. X-24.
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b. Finite Magnetic Field

Whena magnetic field is applied the situation becomes more complicated. One
physical process that canbe identified in these curves (Figs. X-23b and c} is that of
Doppler-shifted cyclotron resonance. This comes in through the resonant denominator
in the integrals of Eq. 3. According to Eq. 6, the amplification will be maximum when
the angleof propagationis such that

Zn aw L qll aWll ]

is maximum at the pole of the denominator. For low magnetic fields (= 1 kgauss) none of

the terms of this expression dominate and hence a large number of terms in the series

must be taken into account and the position of the peak cannot be given by any simple

formula. For moderate magnetic fields (= 6 kgauss}, the parameters are such that the

Bessel functions decrease rapidly with increasing order and hence the major effect is

u c af01 . af01

given by the first term. Also, w± aWli is much larger than qll awll " Hence the maxi-

_0+t0 c

mum is given by Wl] = v D or cos e =
qv D , with collisions neglected.

For v T > VD, the amplification does not rise over the zero magnetic field value for

any magnetic field (Figs. X-23, X-25 and X-26). For high magnetic fields this can be

explained by noting that the condition given above for Doppler-shifted cyclotron resonance

cannot be met for 0 --< cos _< 1. We do not yet fully understand the situation for lower

5

VT =3x107 cm/sec

5
0

3-2

I

0 0

/

VD=VT
I I Ij I [ I I I I i

I0 20 50 40 60 70 80 90 I005O

E (v/cm)

Fig. X-25. Maximum (with respect to angle) amplification vs electric
field, with the magnetic field as a parameter.
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o
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I-

VT=3XlO 7 cm/sec

80
_ 40

E=20 v/cm

O0 I I I I I I l r II 2 3 4 5 6 7 8 9

B(kG}

Fig. X-26. Maximum (with respect to angle) amplification vs magnetic
field, with the electric field as a parameter.

magnetic fields. Note that v T > v D is the usual situation in a solid; when the electric

field is increased in order to increase VD, v T also increases because of the high col-

lision rate. As can be seen from Fig. X-25, for v D < v T the growth rate is independent

of the applied magnetic field•

Work is now under way to determine the nature of these instabilities -- whether they

are absolute or convective. Also, the quantum-mechanical formulation of the dispersion

relation, given by Bers and Musha, 1 is being examined to determine the specifically

quantum-mechanical aspects of the interaction and when they may be important.

A. Bers, S. R. J. Brueck
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1. THERMONUCLEAR REACTOR: INTRODUCTORY SYSTEM ANALYSIS

Considerable work has been done on investigating various controlled thermonuclear

power devices. Plasma physics problems are still to be solved before fusion power will

be available, but it is evident already that the engineering aspects of the problem will be

very challenging. The results of an engineering analysis may alter the direction and

intensity of the controlled thermonuclear power program.

The present study concentrates first on general comparisons of steady-state and

pulsed devices. Following this, specific introductory engineering analyses involving the

magnitude of the leakage of the magnetic field into the coolant of a pulsed device, the

temperature distribution in the vacuum wall of a pulsed device of small radius, and

power-generating cost estimates are presented.

The study of the magnetic leakage was an extension of the work performed by Ribe
1

and co-workers. Ribe's device has a 10-cm vacuum wall radius and a maximum B field

of Z00 kgauss. Ribe presents data for a given magnetic pulse, Bma x = Z00 kgauss,

showing the diffusion of the magnetic field into a conductor as a function of time. With

these data, an approximate value of the average magnetic field within the conductor as

a function of time may be found. Thus, if the conductor is a liquid-metal coolant, we

shall have the value of the magnetic field through which the coolant will be pumped. The

results show that for a 50-cm coolant thickness, the average field is approximately Z0%

of the maximum field (Z00 kgauss) initially, and drops to approximately 10% of the max-

imum after a typical heat time (500 msec) has elapsed. The power required to pump the

liquid-metal coolant through this field will be enormous. Thus, a fused salt still appears

to be the best coolant available.
Z

Our small-radius vacuum-waU study continues Dean's work, to reach new conclu-

sions. Dean proposed to examine the Bremsstrahlung radiation absorption with a model

This work was supported principally by the National Science Foundation {Grant
GK-614).
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t

that approximates the actual attenuation of the radiation. This model assumes that the

Bremsstrahlung is not a surface heat flux, but is instead absorbed within a small volume

just inside the wall.

By using this model and equations derived by Carslaw and Jaeger, 3 temperature dis-

tributions can be obtained as functions of space and time. For a Copper inner wall of

l-cm thickness and 10-cm radius, we found that the temperature rise attributable to the

Bremsstrahlung from a single 0.04-sec pulse is approximately 105 °C. Similarly, the

temperature rise caused by neutron heating is approximately 200 °C at the inner face of

the wall. Next, the energy dissipation during the dead time is examined. By calculating

the temperature drop after the initial peak, we found that approximately 70% of the initial

energy input remains in the wall at the end of the dead time. Thus the following pulses

tend to build up on one another and approach a quasi-steady state. It is estimated that

for the wall under consideration, this average steady state at the inner face will be

approximately 1000°C above the initial level of 600°C, which melts Copper and seriously

damages any other material considered. The temperature distribution for a single pulse

will be superimposed over this average, as shown in Fig. X-28.

1200

1000

800
o
v

6OO

400

20O

Fig. X-28.

I. END OF BURNING

2. END OF DEAD TIME

I

×(cm)

Vacuum-wall temperature
distribution.

Returning to large-vacuum walls, of

approximately 1-meter radius, the economic

considerations of thermonuclear devices are

developed. The costs presented represent

the power plant up to the heat exchanger, but

not beyond. Under the assumption that

Tritium has no value and, therefore, no

costs of separation accrue, injection is per-

formed by 5-amp ion guns valued at $40,000

per gun, burn-up in a steady-state device

is 0.5, {while in a pulsed device burn-up

is 0.1), the final cost will be approximately

0.5 M/kWhe for either system. Steady-state

device costs are approximately 25% lower,

but at a value of 0.5 M/kWe the inaccuracies

in the data may become significant.

What is important to see from this study is that a fusion-fission machine may be

economically competitive with pure fission devices in the future• The results of this

study may be stated as follows: 1) liquid-metal coolants will be supremely difficult to

use, 2) prohibitive temperatures found in small-radius vacuum walls re-enforce our

opinion that large vacuum systems must be used, and 3) steady-state or pulsed devices

with large vacuum systems surrounded by a Uranium bearing salt will be competitive in

the future if the assumptions are valid•
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Further studies of all energy losses and gains must be made. Especially important

in large devices are the coolant pumping requirements. Schemes for efficiently utilizing

the exhaust energy in pulsed devices must be brought to mind in the development of any

pulsed systems. Finally, schemes to incorporate a fusion "core" with a "fission breeder

blanket" must be advanced. Inclusion of solid-fuel elements in the blanket may be the

next step in advancing the blanket design.

N. D. Woodson
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2. ANALYSIS OF THE OPERATION OF A LONG ARC COLUMN

A long arc column generated by a hollow-cathode discharge has been operated over

a broad range of parameters. In the study of various oscillation phenomena associated

with the plasma having the arc as a source, it is important tho have a quantitative under-

standing of the conditions in the arc. For the analysis, we consider the geometry shown

in Fig. X-29. We shall be concerned with the arc in the region between the baffle and

r INSULATION

BAFFLE FIELD SLIDING ANODE

PUMP PUMP

Fig. X-29. Geometry of the experiment.

the movable anode. Because of the differential pumping scheme, the plasma in this

region is fully ionized, and a strong uniform magnetic field is applied along the axis of

the column so that ¢0.v. > 1 and ¢0 T > 1. In this case we need only be concerned with11 ee

transport along the magnetic field lines. The transport equations for a steady-state fully

ionized plasma may be written

d_ F = 0 (1)
dz e
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__dr =o
dz i

(2)

F m dT

e (re_Fi) e (3)mFe d-zd--n--e+_d nT e =-enE- .51-_-- -.71 n d--_
e

F. m dT

Fe_Fi) em.F ---_d---! + d e ( + 71 n d'----z-i i dz n d-znTi = enE + .51 T
e

(4)

r m m

__ re_ri)2 e n3 r d +nT d e_ 51 e ( -3m. v
2- e_Te e dz n " nTe 1 e

(Te-Ti) (5)

3 d d Fi
TriTzzTi +nT'z--=dz n 3_--

m
e n

m. T

1 e
(Te_Ti), (6)

where

(3z)(2.)i/z Z l/Z_3/z
Co*"e "e

"re= 4
e nlnA

(7)

is the electron collision time. We have ignored the thermal conductivity in Eqs. 5 and 6,

since the temperature gradient is generally small.

It is convenient to discuss this set of equations with variables expressed in dimen-

sionless form. Hence we define

Fe i e T.- i
=-- F - Te - T ' 1 T.F e n o i n o eo lo

m. T 2 2
n ---!-I 0= eo o z

n=--, m=m ' 4 , z=_,
no e e n L In h

o

where n o and Teo are the density and electron temperature at some convenient reference

point in the system, and L is the length of the plasma column.

From the momentum equations we obtain

IT r2 _?r_tdn _-dWe dTi7e + Ti e __ " _zz+ nL-_-z +-d_J
= o (8)

which integrates to express the conservation of energy of the system:

n + n(Te+Ti) = P = constant.
(9)
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Making use of the energy equations, we obtain

dn
= (.o15)

"51m(Fe-Fi) Fi 1]
÷

(Fe-Filn4 3n2Te

POmF F.T 1/2
e 1 e

dTe2Tedz --025[51m'reri'2n2
F mO 3n2Te 2

e e

(lO)

(11}

dTi 2 Ti dn n 2
+ .oz5 (lZ)

dz 3 n dz F.m0TI/2_
1 e

Equations 10, 11, and lZ are the equations of interest. From these equations it is

clear that the electron temperature may be adjusted by the balance of three processes:

expansion cooling, Joule heating, and energy transfer caused by collision between elec-

trons and ions. For the ions, since Joule heating from collision with electrons is of

order I/m, only the first and third processes are effective. In the geometry under con-

sideration, F e is always positive. The sign of F i is determined by whether or not an

ion source is supplied at the anode, and this also determines the sense of the density

gradient.

If we divide Eqs. 11 and 12 by (10), we obtain

1
dT 2 Te 5PFiL _ - 3nZT -

e _ + e (13)
dn 3 n

3(Fe-r i)nZ_ 51m(Fe-Fi) F i +
3nZTe

dTi 2 Ti 5P FeL- S-P-K -
+

dn 3 n I 51m(Fe-Fi) Fi 11"
3(Fe-Fi) n 2

3nZT e

(14)

The behavior of Eqs. 13 and 14 can be grouped naturally into three regimes:

(I) 6nT
e

m(Fe-Fi )z m(Fe-F i)r i

n n
(15)
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m(re-ri )2 m(re-r i) F i
_ --> 6nT e >(II) n n

(16)

m(Fe-ri }z m(re-F i) r i
> >>6nT e(lid n n

(17)

which express the various possible partitions of energy of the system,

In each case, Eqs. 13 and 14 reduce to a form that can be integrated exactly.

Case I

For the condition expressed by inequality (15), we obtain

= (1 +a)n2/3 a
T e -'_"

(1B)

where

r.

l

{i =

F -F.
e 1

The behavior of (18) is shown in Fig. X-30, with the lower bounds for which (15) is valid

shown in dotted lines. Since, in general I ril -< I re I, therefore ~1 _< a --< -0.5 and for

IO - l _'_

: ! /
: \"-i \ J

= . /m

, \, / I /

o I //II

Te

_.001 0.01 0.I
1.0

I _ t tllll]

I0 100

Fig. X-30, Regimes for Case I.
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n> I, we can express Eq. 18by

6
T =n
e

1_6_0.

(19)

Case II

In case that inequality (I6) is valid, we obtain from Eq. 13

re i
mri(re-ri) 1 _ i.3 . (zo)

+ .13 n pn _]

For n > I, the plasma behaves very closely to the ideal law

T = nz/3. (Zl)
e

Case III

When the drift energy is very large compared with the electron thermal energy,

inequality (17) is valid, and the Joule heating effect is all-important. In this case

r z + mr. z= n2/3 + P e I (ZZ)
Te pn z "

Here P )> 1 and the second term is always dominant. If the temperature is not to rise

rapidly down stream, the density must remain approximately constant for all practical

purposes.

Having obtained the relationship between T e and n, we can obtain the spatial varia-

tions of n, T e, and T.Iby integrating Eqs. I0, II, and 12 in each case. The results are

summarized in Table X-l.

From the results it is seen that the conditions of the arc are determined by the parti-

tion of the total energy that can be controlled by proper adjustment of the boundary con-

ditions. In each case the behavior of the arc column along its length is characterized

by the dimensionless parameter
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2 2
Teo£ o

e= 4
e n LInA

O

which, together with the electron and ion fluxes

system.

F e and r i, completely specifies the

J. C. Woo

3. TRANSVERSE DIFFUSION OF A LONG PLASMA COLUMN

The diffusion of a magnetically confined plasma across the field lines has been con-

sidered by many authors. Simon 1 has pointed out that for an open system the transverse

diffusion is coupled to the longitudinal electron mobility; consequently, the diffusion rate

is considerably greater than the unidirectional ambipolar rate. In his analysis, Simon

assumes that ER/E L -- L/R, and for a stubby apparatus such as the experiment of

Neidigh, to which Simon's analysis was directed, the radial electric field may be

neglected. In a long plasma column, for example, in many recent arc experiments,

L/R > 10, and the radial electric field is significantly larger than the longitudinal field.

The fact that a large radial electric field can exist suggests that the Simon short-

circuiting effect is not fully effective. The longitudinal mobility is, however, much

greater than any transverse loss mechanism for the electrons; consequently, the radial

electric field will seek for itself a value that is consistent with the longitudinal mobility

of the electrons and limits the transverse diffusion of the ions. The resulting loss rate

will lie between the ambipolar and the Simon short-circuit process rates.

We shall evaluate the effect of the presence of a radial electric field, using a simple

diffusion model. As is typical of arc plasmas, both the density and the electron temper-

ature have approximately the same radial profile; consequently, the assumption that the

diffusion and mobility coefficients are constant in space is not too bad an approximation.

Writing the continuity equation for the electrons and single charged ions, we have

ane D e be + D _ - b e _-_ e (1)
at - e ax 2 a-_ e e az 2

ani a2n b--_-8 (n 88--_¢x) a2n" a (n a__Q)--_-= Di ----_ + + D" ---A + bi-_ i
8x2 i ax i 1 _z 2 "

(2)

Here we have used a rectangular coordinate system with the magnetic field in the

z-direction. Even though we are specifically interested in the space charge that would

exist across the field lines, the net imbalance between the electron and ion, nevertheless,

is small, and we can still set n = n. = n.
e 1
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Eliminating the transverse mobility between the two equations, we obtain

an 8Zn 8Zn ¢8n a¢ 8Zt_

a--[ = D.L--+ D---b\o z_+ n ,
(3)

where

D± Deibii+ Di/_be_ L D.= _ -_.1 be _L+
bi 1 + bel 1 De'[-

(4)

Debil+ Dibel
= ~ D (5)

D b ij_+ be_L e

beb i_L+ bibel
- b (6)

b - bij_+ bel e"

Since the longitudinal electron mobility is high, space charge cannot exist in the axial

direction. For a long column, we can assume az¢/az z = 0, and 8_/az = -E z = constant.

Assuming that a plasma source exists only along the axis x = 0, away from the

source, Eq. 3 is homogenous:

D 8zn

17V

n _

__ an
+ D 82n + bE z _z = 0

8zz

No [ x

[i _exp (_____9_o)] exp (-I-P) -

F "exp - cos _--z,

where

,llz

\ Dz

, I (Z -x)_llexp 2 x .

(7)

(8)

(9}

D
q - bE (I0)

The axial density distribution is plotted in Fig. X-31 for a range of values of q.

Making use of the Einstein relation yields

T L
e

q = qO_o
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In the external plasma of the hollow cathode arc

L L
-_-> q L-g-'

and this profile is in good agreement with the experimental observation as shown in

Fig. X-31. The slight disagreement at the ends is due to the existence of a sheath, and

_ EXPERIMENTAL VALUE

~ L

FOR q- -_-

=L

q= L/2

._ q=L/lO

Axial density distribution for a range of values of q.

therefore the density of the interior plasma does not vanish at the boundary.

The radial e-folding distance is now given by

1 /___ie/1/2 1 L2p= 2 =2 a e Tr'

+--,:l
where a = ¢0 T .

e e e
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This result differs from Simon's in that the e-folding distance is inversely propor-

tional to a rather than a. and, for the condition of the arc, leads to a value of the order
e 1

of centimeters which is also consistent with observation (rather than a fraction of a

meter as expected from the Simon result).

The question arises as to the effect of the large-scale fluctuations arising from

drift-wave instabilities that could lead to turbulent diffusion. These oscillations gener-

ally appear in the kilocycle range. Since the electron mobility determines the over-all

diffusion rate of the system, and the electrons traverse the system in microseconds,

these oscillations cannot significantly affect the loss rate of the plasma in an open system

of moderate length.

J. C. Woo
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A. Power Systems with Liquid Generators

Academic and Research Staff

Prof. W. D. Jackson Prof. E. S. Pierson
Prof. G. A. Brown R.P. Porter

Graduate Students

E. K. Levy
R. J. Thome

1. EXPERIMENTAL RESULTS FOR CONDENSING EJECTOR M-1

A detailed experimental program has been conducted on condensing ejector mixing

section M-1 with steam and water used as the working fluids. The tests were made on

the condensing ejector test facility which has been described in Quarterly Progress

Reports No. 78 (pages 149-159) and No. 79 (pages 149-151).

Mixing section M-1 was machined from brass; the important details are shown in

Fig. XI-1. The total length of the convergent mixing section, constant-area mixing sec-

tion, and diffuser is Z3.37 inches. The convergent section has an inlet diameter of

1. 352 inches and is tapered to a diameter of 0.6Z6 inch at its exit. The angle of taper

is Z. Z6 °. The constant-area section is approximately 7 inches in length and has an

Q

i
( )o STEAM

( )o' WATER

L 1.352D

O

• D

®

CONVERGENT SECTION _:

J I0,626 D

!
DETAILS OF WATER

0.465 D NOZZLE EXIT

i

CONSTANT-AREA
SECTION

I I

I I

JOINT JOINT

23.37

®
t

= - DIFFUSER -_

1.95 D

Fig. 1. Details of mixing section M-1.

*This work is supported by the U.S. Air Force (Research and Technology Division)
under Contract AF33(615)-3489 with the Air Force Aero Propulsion Laboratory, Wright-
Patterson Air Force Base, Ohio.
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MIXING SECTION ~ 

Fig. XI-2. Mixing section M-1 installation. 

Fig. XI-3. Over-all view of mixing section M-1 installation. 
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inside diameter of 0. 626 inch. The diffuser has a 6 ° angle of divergence with inlet and

exit diameters of 0.6Z6 and 1.95 inches, respectively. The water nozzle at the inlet of

the convergent section has an inside diameter of 0. 400 inch. The outside diameter is

approximately 0. 465 inch. The contours of the convergent section and diffuser are

blended smoothly to the contour of the constant-area section. Pressure taps are located

at numerous points along the condensing ejector.

The ratio of water-flow area to steam-flow area at section 1 (A_/A_) is 0.1. The

contraction ratio for the mixing section (A1/A z) is 5.

Figure XI-Z shows the installation of the mixing section in the condensing ejector test

facility. Figure XI-3 shows additional details of the installation. Detailed pictures of the

stagnation tanks were given in Quarterly Progress Report No. 78 (pages 150, 151).

Mixing section M-1 has been tested for inlet steam pressures at Z0-50 psia and

for water inlet pressures as shown in Fig. XI-4. The steam velocity at section 1 was

approximately sonic velocity. The steam was saturated at the inlet to the condensing

ejector while the water inlet temperature was approximately 40 °F. For the test results

10

SYMBOL i b '

A 19.6 t

+ 29.6

• 41.0

o 48.5

PSIA

PRESSURES ABOVE THIS

LINE ARE GREATER THAN

BOTH INLET PRESSURES

0

0

I I I I I
I 2 3 4 5 6 7

RATIO OF INLET WATER PRESSURE/INLET STEAM PRESSURE , Po/P'o

Fig. 4. Performance for mixing section M-1.
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Q

in Fig. XI-4 the pressure discontinuity was moved as far upstream as possible in the

constant-area section and the diffuser exit pressure {p4 } was measured. This location of

the discontinuity is such that any farther upstream movement would cause the disconti-

nuity to move rapidly through the convergent section and change the conditions at sec-

tion 1. For these test conditions no major effects of the inlet steam pressure (po } are

observable. All test conditions correspond to exit pressures greater than the inlet pres-

sures. The exit pressure varies linearly with the inlet water pressure above values of

po/p ° = 1.5. This behavior is expected theoretically. Theoretical values of the exit

pressure, although not shown, are in good agreement with predicted values. For values

of po/Po less than 1.5, the exit pressures are lower than expected. In this range the

details of the mixing process must be known. This information is being obtained with

the new plastic sections.

G. A. Brown, E. K. Levy
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B. Alkali-Metal Magnetohydrodynamic Generators

Academic and Research Staff

Prof. J. L. Kerrebrock
Prof. M. A. Hoffman
Prof. G. C. Oates

Graduate Students

R. Decher
R. Dethlefsen

M. L. Hougen D. J. Vasicek
G. W. Zeiders, Jr.

1. PERFORMANCE POTENTIAL OF SUPERHEATED RANKINE CYCLE SPACE

POWER SYSTEMS EMPLOYING MAGNETOHYDRODYNAMIC GENERATORS

The Rankine cycle space power system is generally considered to have a higher spe-

cific power potential than the Brayton cycle system, particularly in the megawatt range.

1

4 5

$

Fig. XI-5. Superheated Rankine cycle em-
ploying dry vapor in the MHD
generator.

This conclusion is predicated on the

assumption that even with the use of

condensable metal vapors in the

Rankine cycle, the maximum cycle

temperature and component specific

weights are not substantially different

from those for the Brayton cycles.

When high-temperature reactors

capable of surface temperatures over

2000°K are developed, the use of

magnetohydrodynamic generators

becomes attractive for large space

power systems in the megawatt

range. Even at these high sur-

face temperatures, however, ther-

mal ionization is inadequate for

providing the necessary electrical

conductivity of the metal vapor, and nonequilibrium ionization must be employed.

It has been verified experimentally that dry potassium vapor can yield nonequilibrium

electrical conductivities above 1 mho/cm at pressures of approximately . 01 atm. 1 This

This work is supported by the U.S. Air Force {Research and Technology Division}
under Contract AF33(615)-3489 with the Air Force Aero Propulsion Laboratory, Wright-
Patterson Air Force Base, Ohio.
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is adequatefor an efficient MHD generator. Thus alkali metals couldbe employedin a
superheatedRankinecycle of the type shownin Fig. XI-5.

The optimum radiator temperature, T2, for maximum specific power for this cycle,
under the assumptionof a fixed T1, canbe shownto be given implicitly by

a£aT1 _TI_5 - 5 ,

_c-- b = _T2lpt 1/optJ

where

a = radiator specific area, Ar/m r (m2/kg)

b = reactor heat source specific power, Ps/ms (kw/kg)

E = emissivity of the radiation

a = Stefan-Boltzmann constant

T 1 = maximum cycle temperature.

The corresponding optimum cycle efficiency is given by

T 2

nR(opt) = _-

1+_- 1-

P

where

A _ - 1 hfg
H=

Y RT 1 "

Here it is assumed that the vapor is a perfect gas and that the liquid phase has a con-

stant heat of vaporization, hfg.

The maximum specific power can be calculated from

APe
amax- M - b_R(opt)

e

1 (1-'lR(opt))l "

_c \-_1 )opt J

For a radiator-dominated system, _c approaches zero and (T2/T1)op t ==_ 0.8. The
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optimum cycle efficiency and maximum specific power have the simple approximate
forms

_R(dry) _ (_-_)

(l_R(dry) _

If we are able to operate the MHD generator into the wet region, as illustrated by the
cycle in Fig. XI-6, substantial gains in specific power are possible.

An estimate of the gains to bemade by operating into the wet regime canbe obtained

1

4 5
Fig. 6. Superheated Rankine cycle

utilizing an MHD generator
that operates into the wet
region.

by assuming the same radiator temperature, TZW, as for the dry cycle. For a radiator-

dominated system with Tzw/T 1 = 0.8 we obtain

_R(wet) -- _R(dry) [l+SH_]

a(wet ) = a(dry )

Consider lithium with H = 2.3 for T 1 = 2000°K. Then for 5 per cent moisture, the cycle

efficiency and specific power are both increased more than 50 per cent over the dry-

cycle values.
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It shouldbenoted that the cycle just discussedrequires the boiler temperature, T5,
to increase as _ is increased. If the maximum permissible boiler temperature of the
reactor is limited, a more conservative cycle for comparison purposesmight be one in

which T1, T2, and T5 are all maintained at the same values as for the optimum dry-
vapor Rankinecycle. The MHD generator would then beassumedto be madesomewhat
longer to allow operation into the wet regime of point 2W.

For this cycle the fractional wetness, _, is a function of both {T2w/T 1} and the
generator efficiency. For lithium, under the perfect gas assumptions, we obtain

approximately 5 per cent moisture for T2w/T 1= 0.7 and _gen _ 75 per cent. This results

in a cycle efficiency and specific power for a radiator-dominated system given by

_R(wet) _ 2_R(dry)

a(wet } = 1.25a(dry }.

Therefore, even for this very conservative case, the cycle efficiency is approximately

double, and the specific power is increased about 25 per cent over the dry vapor values.

These potential increases in specific power to be obtained by operating into the wet

region are predicated under the assumption that the generator efficiency remains near

the dry-vapor value. If the generator efficiency decreases appreciably in the wet

regime, King 2 has shown that the best specific power is obtained by operating only with

dry vapor to the saturated vapor line as in Fig. XI-5.

A recent theoretical study by Solbes 3 indicates that under certain conditions with

drop radius large compared with the Debye length, nonequilibrium ionization can be sus-

tained in a wet vapor. His initial experimental results tend to support this conclusion.

If nonequilibrium ionization can be obtained and sustained in a wet vapor, high gen-

erator efficiency in the wet regime should be attainable. The substantial increases in

specific power which would then be possible provide strong motivation for the present

study of the electrical conductivity of wet potassium vapor.

M. A. Hoffman, G. W. Zeiders
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X!I. SPONTANEOUS RADIOFREQUENCY EMISSION

FROM HOT-ELECTRON PLASMAS*

Academic and Research S%aff

Prof. A. Bers

Graduate Students

C. E. Speck

A. INSTABILITIES IN THE EXTRAORDINARY WAVES ACROSS THE MAGNETIC FIELD

We have completed the stability analysis for propagation across the magnetic field

in a plasma with energetic electrons having an unperturbed distribution function

1

f0(v')= 2_0. L 6(V.L-V0.L) 6(vii), (I)

where the subscripts _L and II refer to directions across and along the applied magnetic

field B 0.

The dispersion relation for small-amplitude perturbations with dependence

x

w

E_
/

/
I

Y

k

/ Bo
I

/ H Z

Fig. XII-I. Extraordinary wave propag.gtion

the applied magnetic field B 0.

across

exp(j_t-jkx) (see Fig. XII-l) was obtained from the relativistic, collisionless, Vlasov

equation and Maxwell, s equations, l, Z The dispersion relation for the extraordinary wave

(Fig. XII-l) and the electron distribution function of Eq. 1 is

2

cZk 2 Kxy

2 - Kxx + Kyy,
(z)

*This work was supported by the U.S. Atomic Energy Commission (Contract
AT (30-I)-3581).
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where

a2 _ Iyn2 (Jn2) ' _2n2J_n2 1

Y n=-co

= 1 - 2 _ [Y2(JnI2]' _2(Jn)
Kyy = yv(v-n) (v-n)

n = -co

aZ i __n(YJnJn)' [32njJ__l

KxY = J --Y- n=_c o [_ Iv-n)2 J '

(3)

(4)

(5)

and we have used the following abbreviations: v = o0/_0b, with o_b the relativistic cyclo-

tron frequency; a = _Op/_b, with _Op the relativistic plasma frequency; y = kv0±/_b,

Jn = Jn (Y) is the ordinary Bessel function of order n and argument y; the prime indi-

cates a derivative with respect to y; and 13 = v0±/c , with c the velocity of light in free

space.

With the aid of the CTSS of Project MAC, and of the Newton-Raphson technique for

finding roots of a transcendental equation, Eq. Z was programmed to give the complex

00 solutions for real wave numbers k. The results are summarized in Figs. XII-Z and

XII-3. Three distinct types of instabilities can be identified: (i) fast-wave, relativistic,

(ii) slow-wave, relativistic; and (iii) electrostatic. The terms "fast-wave" and "slow-

wave" refer to the phase velocity regimes of the instability, being faster or slower than

the velocity of light in free space. The term "relativistic" indicates that in the inter-

action the change in electron mass is crucially important. The term "electrostatic"

refers to the approximation in which k Im E is valid.

The fast-wave, relativistic instability is illustrated in Fig. XII-2. It can be seen

to arise from the interaction between the fast-wave extraordinary mode that would exist

in a cold plasma and the cyclotron harmonic wave branches that exist for finite v0±/c.

The instabilities occur near the velocity-of-light line where the extraordinary wave is

essentially linearly polarized and the wavelength is large compared with the electron's

Larmor radius. The physical description of these instabilities and their relativistic

nature can be understood from the simple model shown in Fig. XII-4 for o0 _ _. Elec-

trons that are in phase with respect to the electric field so as to give up energy

(Fig. XII-4a) have their mass reduced and therefore their cyclotron frequency increased.

But since the frequency of the field is slightly greater than the cyclotron frequency, these

electrons remain in the same phase (Fig XII-4b) with respect to the electric field and

continue to give up energy. Electrons of opposite phase (Fig. XII-4c), which initially
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Model for the fast-wave, relativistic instability.

The magnetic field B 0 is into the paper. The

wavelength is assumed large compared with the
electron-cyclotron orbit, and _ is slightly

greater than ¢%.
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take energy from the field, become heavier and come into phase with respect to the

electric field so as to take less energy from the field (Fig. XII-4d}. Thus phase condi-

tions for a net loss of transverse energy from the electrons, and a consequent build-up

of the fields, is established. As we have remarked previously, 3 these instabilities are

seen to vanish as (¢0p/_b) is increased to a value that makes the (cold-plasma) cutoff fre-

quency exceed the (hot-plasma} cyclotron mode frequency. Figure XII-2a illustrates

this for the unstable mode at ¢0_ _, and Fig. XII-2b for the unstable modes at ¢0 _ 2_

and _ _ 3_.

The slow-wave, relativistic, and the electrostatic instabilities are illustrated in

Fig. XII-3. We have discussed certain aspects of these instabilities in previous

reports. 4-6 These can be understood in terms of wave-wave coupling in the presence

of negative-energy modes that are due to finite v0±. The slow-wave, relativistic insta-

bility {Fig. XII-3)occurs at the cyclotron harmonic frequencies; it depends upon (v0_k/c) 2

and occurs for arbitrarily low (_p/_). As (_p/_b) increases, the range of wave num-

bers over which this instability exists shrinks. The electrostatic instabilities, on the

other hand, occur at frequencies in between cyclotron harmonics, and only if (_p/_} >

2.5. These instabilities occur even in the absence of relativistic mass effects. 5' 7 Re1-

4
ativistic effects produce a reduction of this instability.

A. Bers, C. E. Speck
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A. INCOHERENT SCATTERING OF LIGHT FROM A PLASMA III

The adoption of an infrared laser, optics, and detector, for observation of coopera-

tive scattering effects from a plasma, was previously reported. 1 Provided the signal-

to-noise is not seriously degraded for detection of small signals in the infrared versus

visible light, a great benefit in the form of enhanced spectral width is available, thereby

enabling a more detailed experimental view of plasma cooperative effects. The attendent

difficulties are mainly two: one being the considerable black-body radiation at a wave-

length of 10 microns, the other arising because thermal wavelength detectors are not as

sensitive as photomultipliers in visible light.

The HZ, CO z laser z was operated at an internal power level of several hundred watts,

the measurement being achieved by coupling a fraction of the power out through a small

hole in one mirror. A direct current discharge of =50 ma, at a field of 4 kv/meter in a

gas mixture of 0.7 torr CO z, 1.5torr N z, 2.8 torr He ina glass tube of 25 mmI. D. and

3 meters length yielded 1-watt cw coupled out through a l-ram diameter hole in one mir-

ror. Since the laser produces its power at a nominal 10.6 microns, NaC1 windows and

gold-coated mirrors (aligned in a hemispherical mode) formed the optical arrangement.

Measurements were made with a calorimeter designed to measure power directly in the

steady state. The power absorbed at one end of a copper rod gives a thermal conduction

along the rod, which in a few heat-diffusion times relaxes to a constant energy conducted

per unit time. The temperature difference between two points is linear with the input

power, for nominal temperature rises; moreover, convective and radiative losses can

be corrected for. It is anticipated that through a larger hole, a significant increase in

power could be coupled out, and future work will explore this possibility.

With regard to the scattering experiment; the equivalent noise power, in the thermal

fluctuations of dry-ice temperature black-body radiation, previously reported was

*This work was supported by the United States Atomic Energy Commission {Contract
AT(30-1)-3285).
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(XIII. INTERACTION OF LASER RADIATION WITH PLASMAS)

10 -13 watt/(cps) 1/2PN = . This calculation was based on an effective field of view of 6 °

for the mercury-doped germanium detector. In fact, to observe a larger scattering vol-

ume, a re-design has led to an F.O.V. = Z0°, thereby increasing noise. Furthermore,

since it would be desirable to leave the optics at room temperature rather than to cool

to dry-ice temperature, the more obvious way to proceed would be to use a cooled optical

filter in front of the sensitive area of the detector. With the filter inside the cold shield

of the detector (4 °K), the filter would be essentially noise-free, the limiting noise being

the background fluctuation level within the filter bandpass.

A comparison of the merits of cooling the background (temperature T b) and reducing

the bandwidth at the detector (nominal bandwidth = lZ microns) is made in tabular form

below. The detector has an area = 10 -3

Tb(°K) Ak(_)

300 12

300 0.12

195 12

195 0.12

2
cm , and sees a solid angle A_2 = 0. 094 ster.

PN(watts/(cps) 1/2)

4.3 × 10 -13

4.3 X 10 -14

1.3 × 10 -13

1.3 X 10 -14

Equally important with keeping noise power down to tolerable levels (since signal

watts will be _ 10 -14 watt) is the problem of achieving high enough detector responsivity

= signal volts per unit power detected. The responsivity goes up proportional to the

decrease in DC background radiation. Typically, a detector with full-wavelength band-

width looking at a 300°K background has a responsivity of 4 × 105 volt watt -1 , whereas

a reduction of 100 in DC background would give 4 x 107 volt watt -1. At the former

responsivity a signal voltage of only 2 nanovolts would have to be measured (from a

source impedance of many hundred kilohms) which is considerably below the noise figure

for any available preamplifier. Thus amplifier noise would intrude along with photon

noise. Also, the photoconductive detector is quiescent current biased, and a load resistor

couples out the signal. The Johnson noise of a 1-Mf2 resistor is =130 nanovolts/(cps) 1/z
/

at room temperature, and =15 nanovolts/(cps) 1/z at 4°K. Thus a high responsivity is
/

mandatory, and the use of, or combination of, cooled optical filter and reduced back-

ground is required. The one disadvantage to reducing the background lies in the fact

that the detector impedance goes up, typical values being =4 _ for a background noise

power = 10 -13 watt/(cps) 1/Z.

Noise measurements of several low-noise preamplifiers have been conducted, with

noise source input impedances from a few hundred kilohms to 10 megohms. A preampli-

fier utilizing field-effect transistors with an input impedance of 1000 Mf_ was tested, and
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INTERFEROMETER

PLASMA ARC

Fig. XIII-l. Experiment for observation of cooperative scattering
effects from a plasma.

a high-Q bandpass filter for the output was designed and tested. The nominal noise

voltage referred to the preamplifier input is 70 nanovolts/(cps) 1/2 near 1 kc, with a
#

source impedance of up to 10 M_. With the larger responsivity, then, the signal level

will be equal to or greater than the amplifier noise.

The detector has provision for installing a narrow bandpass filter, and this will be

done. The filter achieves two ends -- namely, reducing the background fluctuation level,

and blocking all of the lower and higher modes of the Fabry-Perot interference filter.

An over-all schematic diagram of the experiment is shown in Fig. XIII-1. The question

of whether the plasma will be intracavity to the laser, or whether a focused external

beam will be used, will depend on the final ratio of internal to external watts.

A. A. Offenberger
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B. NONADIABATIC TRAPPING IN TOROIDAL GEOMETRY

l .

The construction of a toroidal nonadiabatic electron trap is now complete, and a

cw circulating electron beam has been achieved. This report describes measured and

calculated characteristics of the injected and trapped electron beam.

The device consists of a racetrack-shaped torus, 6.15 meters long with an 11.1-cm

I.D. The straight sections are 1.45 m long, B = 70 gauss, injection energy E = Z. 0 kV,

base pressure in the 10 -6 torr range, Larmor radius (if all Z. 0 kV are in the perpendic-

ular direction) r b = Z. 1 cm. The U-bend drifts are cancelled by vertical magnetic fields.
o

Rotational transform windings have been installed, but are not being used at present.

The electron beam (a few microamperes) is injected at an angle of 63.3 ° with respect
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to the magnetic field. This results in a Larmor radius r b = 1.9 cm with 80% of the

beam energy perpendicular to B.

BEAM PATH

TOP VIEW

L.

I-

BEAM PATH

-v2_-C
V I = 900

V2 = 900

SIDE VIEW

10 cm

f+v2

Fig. XIII-2. Electron-beam injector.

Figure XIII-2 shows the injector configuration. The injection point is one Larmor

radius off-axis so that the guiding center is on the axis. The vertical electrostatic plates

furnish the proper E field to yield a horizontal trajectory to the tip of the injector snout.

A horizontal deflector bends the beam through an angle of 26.7 ° in the horizontal plane.

The beam is thus injected as a helix of radius 1.9 cm and pitch 6.0 cm. The beam then
• 1,2

encounters the "corKscrew which has been designed to transform perpendicular energy

to parallel energy by resonant perturbation of the orbit. The corkscrew produces a

small magnetic field (3.0 gauss) which is perpendicular to the main field and rotates in

space with a pitch that increases with length (see Fig. XIII-3) in synchronism with the

pitch of the beam. Thus the beam "sees" a _" × _ force which monotonically increases

the parallel energy and straightens or "unwinds" the helical beam.

The performance of the corkscrew in unwinding the beam was checked by analyzing

the parallel energy of the beam with a retarding potential screen and Faraday cup appro-

priately biased to retain secondary electrons. The parallel energy distribution is shown

in Fig. XIII-4. Ideally the beam at the input to the corkscrew would be a spike at

400 volts, and the output a spike at 2000 volts. In reality the input beam has

a large divergence, and so the output is spread in energy. The fact that such

a large fraction of the input beam is unwound is due to the stability of the unwinding
3

orbits. The reason for the large spread in parallel energy of the input beam

is not yet understood.
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Fig. XIII-3. Perturbation field coil "Corkscrew." 
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With the aid of fluorescent screens and grids which could be rotated into the
beam path, we ascertained that the beam was, in fact, closing on itself• In order
to measure the number of transits around the device, we employed the ion col-
lector 4 shown in Fig. XIll-5. The ion current collected is proportional to the

electron current and the background gas pressure• By bending the beam into the

wall after it passes through the collector, we measure I 1, the ion current for

one transit• Then I N is measured for the closed circulating beam. The average

number of transits, N, is the ratio of the measured currents, IN/I 1. By varying

the vertical field on the U-bends to obtain the "best" beam closure, N was max-

imized at approximately 15•

If all the loss was due solely to a directed drift,_ then,, _\N =-_-V'o/x/<ZAv-t_>' and

if the loss was due solely to random steps, then N= v_ /<kAva/>• In reality we haveO

a combination of both; however, we can take the two extreme cases and place

" Z" 1/2
bounds on /"<_AvI: and ------<Z_v_> as follows, vt ° is proportional to theupper

radius to the gun snout, 1.4 cm (see Fig. XIH-2), and v ° is proportional to

r b = 2.1 cm. Also, we assume that the guiding center stays on the axis.
O

V±o 1.4
v <-N--_ -= 15)<2.13

O O

= . 04

< ,.,
V

o NllZv 15 I12 X Z. 13
O

= .17

A theoretical description is being worked out simultaneously with the experi-

mental work and runs as follows• Let f be a vector whose components fi equal
2 2

the number of electrons with normalized magnetic moment s = V L/V ° between

s i--< s <si+ 1. Then

dr(s,t)

dt - Of(s, t-t') - Lf(s, t-t') + S(s, t),

where t' is the transit time,

f ____.

fl

f2

f
- n

= distribution S =
function

= source
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O _

-011

021

ON1

012 .-. OIN-

ONN

= scattering
in matrix

L --

-L 1 0 -

L 2

where

L 3

_ 0 LN_

= scattering
out matrix

Oij = probability that an electron in the jth, s interval when it enters the "corkscrew"

perturbation field will make a transition to the i th, s interval divided by the time that

the electron took to make one transit of the torus.

Oil is set to zero, since this transition does not contribute to df/dt.
.th

L i = probability that an electron in the 1 , s interval will make a transi-
tion out of the i th , s interval divided by its transit time.

For the steady state,

df/dt =0

f = -{O-L)-Is.

The elements of the O and L matrix are obtained by numerically integrating the

equation of motion for a given input s and many phase angles e, which gives an s at the

output for each e at the input. From these computations the probabilities can be con-

structed, the OoL matrix can be formed, and the inverse obtained on the computer. This

gives the steady-state distribution.

We have divided s space into 9 intervals plus the "loss cone" where s{loss) = 0.44

(see Fig. XIII-6) and where the guiding center has been assumed to remain on the axis.

The results are

9

fi_s i

i= 1
N - 9 = 6.4 transits•

s._s.1 1
i= 1
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It is quite likely that the discrepancy between measured and computed values results

from a slow downward drift of the beam when the circulating current is experimentally

maximized. This would move the particle guiding centers away from the injection snout

even as they scattered in s and so reduce the effective size of the velocity-space loss

cone.

1.0

>-4 0.5

2
v L

_o

0.5 1.0

vii /v 0

I0

Z
6 --

Fig. XIII-6. Loss cone in velocity.

The number of transits obtained experimentally and computationally are preliminary,

and work is in progress to improve the techniques; however, the number of transits is

large enough to be used for measurements of diffusion produced by added perturbating

fields as originally planned.

R. W. Moir, L. M. Lidsky
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C. NONADIABATIC SCATTERING IN MAGNETIC FIELDS

1. Measurements of Particle Escape from a Corkscrew Magnetic Trap

Figure XIII-7 shows the experimental apparatus that is being used to investigate the
II • It 1

trapping and loss of particles in a corkscrew nonadiabatic magnetic field. A 1600-volt
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Fig. XIII-7. Nonadiabatic trapping experiment. 

5-10 pamp electron beam was injected parallel to the axis of the system through a tube 

piercing the center of Collector I which was located just outside Mirror  I. Mir ror  I was 
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Fig. XIII-8. Escaping particle current 
as a function of retarding 
potential. 

adjusted to produce a 1:l mir ro r  ratio, and 
Mir ror  I1 was set  at 5:l. 
current, the beam struck Collector I1 where 
its energy spectrum was measured by the 
retarding-potential method. When the cork- 
screw current exceeded 25 amps, the beam 
was given sufficient t ransverse energy to be 
reflected by Mir ror  I1 and was collected by 
Collector I. 
Mir ror  I so  that the beam w a s  trapped. 
Under these conditions 70% of the beam 
current escaped through Mirror  I1 and 
practically none through Mirror  I. The 
r e s t  presumably escaped radially or  was 
stopped by the detector screens.  An 
increase of current  to an unshielded 
annular detector was noted, but no quan- 
titative measurements were made because 
secondary electrons and ions could not be 

With no corkscrew 

Mir ror  I1 was then set  equal to 
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separated from the injected particles.

Figure XIH-8 shows the energy analysis made at Collector IIfor 5 values of the cork-

screw current. In this figure the particles are distributed from 1600 volts (the total

beam energy) to nearly zero. This is due to the position of Collector I in the mirror's

throat. Particles that are scattered into the loss cone in the uniform central region have

parallel energies ranging from 1600 volts to lZ80 volts, the minimum parallel energy

necessary to penetrate the mirror. As the I280-volt particles move farther into the

mirror from the central field region, conservation of magnetic moment converts parallel

into perpendicular energy. Just at the mirror neck these particles have zero parallel

energy, while the 1600-volt particles, which have zero magnetic moment, stillpossess

all of their parallel energy.

The dip on the right in Fig. Xlll-8 is due to the analyzing screen swinging positive

and collecting the beam. This point locates the zero retarding voltage. The first trace,

which is for the unperturbed beam, indicates the 1600-volt point. A similar energy

analysis taken with the detector retracted to a 100-gauss region outside the mirror accu-

rately reproduces the distribution of particles in the loss cone within the trap at any

instant. A derivative of this curve, which is proportional to the parallel energy distri-

bution of the particles, is shown in Fig. XIII-9 superimposed on an energy-space dia-

gram. It is apparent that the peak of this distribution lies well inside the edge of the loss

cone. This indicates the existence of a strong preferential scattering as opposed to a

diffusive loss mechanism.

The decay of the trapped particles was observed for pulsed injected beams. Fig-

ure XIII-10 shows a typical result. The

lower trace is for zero corkscrew current

1600

i ,
I I

i, IINSERTED _ II

--_, --INTO THIS _ II
V± ' REGION iS \ ] InN

(VOLTS) ', SUBSEQUENTLY _k / l_
i SCATTERED iV I "
: ,'/kI
', LOSS CONE i/ \ I

; r-T-i/ \I
; LOSS ;/ \1

I I I _ I I I I I I I I II I I I

o 400 600 _300 _6oo

V. (VOLTS)

Fig. XIU-9. Loss-cone particle distribu-
tion as a function of their
parallel energy.

and shows that the rise time of the detec-

tion circuit is less than 0.5 _sec. The

upper curve is for a corkscrew current

of 38.5 amps. The signal is constant at

its equilibrium level for approximately

3 transit times after the beam is cut off.

This indicates that the dominant loss of

particles is associated with the second

and subsequent forward transits of the

perturbation. The decay is exponential

to the limiting detector sensitivity and

has a time constant of 1.49 _sec.

A series of decay curves for varying

corkscrew currents were obtained, and

the decay time as a function of this
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current is shown in Fig. XIII-11. 
detector sensitivity. 

In each case the decay w a s  exponential to the limit of 
Because of this limit on sensitivity ( ~ 5 %  of the equilibrium signal), 

t 
t- z 
W 

(1: 

0 

Fig. XIII-10. Upper trace: Trapped particle decay. 
3 Lower trace: Untrapped beam. 

5 a 
m 
W 

TIME 0.5 p sec/cm - 
the existence of a group of long-lived particles is not ruled out. For  example, a group 
of particles trapped in a region of velocity space where their lifetime against scattering 
was 15 psec would be undetected unless their density exceeded 50% that of the fast- 
decaying group. 
the maximum lifetime occurs at the design current  of the corkscrew. 

phase angle is a constant. 
tion of maximum radial field to follow the resonant orbit. 
to be less  stable,2 and the particle w i l l  experience less  windup. 

We are  now at work on this problem. Figure XIII-11 does indicate that 

For  helical resonant trapping, the product of the current and the cosine of the design 

At lower currents the particle must follow closer to the posi- 
Such orbits have been shown 

On the third pass these 

r 

0.50 A 
20 25 30 35 40 45 

particles having more v 
nant nearer  to the center of the corkscrew 
where the perturbation is strongest and w i l l  

be lost rapidly. 
design current, the particle s ees  a higher per- 
turbation field and is lost rapidly because the 
scattering is stronger. 

w i l l  be locally reso- II 

For  currents  higher than the 

The rapid initial loss of particles and the 
preferential forward scattering reported above 

CORKSCREW CURRENT were not predicted by the previously existing 

theories of nonadiabatic ~ c a t t e r i n g . ~ ’  These 
experiments have motivated a new approach to 

Fig. XIII-11. Lifetime a s  a function 
of corkscrew current. 
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the description of this scattering which is outlined below.

The experiments described here were performed with a seven-turn corkscrew. In

order to obtain a better test of existing theoretical a_talyses, a highly tuned fifteen-turn

corkscrew was built and is being tested. This "Mark II corkscrew" has a screened

radial particle detector which should yield more accurate particle accountability. Also,

a scintillator-photomultiplier electron detection system was tested. Preliminary results

show that we might be able to increase the sensitivity of the lifetime measurements

enough to allow a conclusive check on the existence of a substantial long-lived group.

2. Validity of Stochastic Descriptions of Nonadiabatic Motion

The system under consideration can be idealized as in Fig. XIH-12. In a particular

case the fields in the magnetic-moment nonconserving region might be due either to a

v_,qb °, 1

MOMENT vj' ,_', l+/_t
NONCONSERVER

LMAGNETIC_MOMENT CONSERVING J

PHASE-MIXING MIRRORS

Fig. XIII- 1Z. Idealization of a non-
adiabatic trap.

plasma wave or to external current windings and, in any case, they will be assumed to

be known functions of space and time. Thus, we shall consider purely deterministic

systems. The conditional probability per unit v± and _ that for given v_ and @o one will

observe v_ and _' between v 1' and v l' + Av 1' and ¢' and _' + d_' after a transit time At is

= , S

where

vi: ,o)

)
are solutions of the equations of motion. But _ varies between zero and 2_ many times

during the particle's orbit, so that ¢' and ¢o appear to be uncorrelated. Symbolically,

we can write the conditional probability as

P2 1 (__)(_°/_P'At) -_2--_"

In a magnetic trap we are mainly interested in describing the statistical behavior of a

particle's magnetic moment and so concern ourselves with v/.. To simplify the problem
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of solving N orbit equationsfor N particles, it is tempting to employ the pseudorandom
character of the phase _.

If weallow someuncertainty in _o, the delta function in Eq. 1 is broadenedto the
extent of this uncertainty. Furthermore, onemight hopethat in the weak-field limit the

changein v/ per transit would be small. If we make this assumption, we can state that

the conditional probability (1) is a sharply peaked function around

v±--v2+_v2(,°,v2), ,_,
where

Then, if we ignore the initial phase dependence of the small quantity Av_, the condi-

tional probability (1} becomes

O i_ (v2,o/vi,,_0=_(v_/vi_0 _ (,o/,,_0, '_'
where the velocity conditional probability is peaked around v_. If the initial phase

dependence of AVL is not ignored, the separation in (4) is not valid. We shall show that

the results of the existing stochastic theories depend on this assumption and consequently

will fail if the assumption proves untenable.

The conditional probability in (4} can be used to generate a Fokker-Planck equation

in the usual way with the exception that higher order terms are not dropped because they

are proportional to high powers of the elemental time steps. They are dropped solely

because the small-field assumption ensures that they are small. The result is

a L_v± 4_ _ A a Z_ a

where

v_/ zS = V

(6)

If we make the pseudorandom approximation, we may replace the integration over

¢' by integration over _o and, by using Eq. 4, find

_v__- _o_v_o
iv:

Pz (¢o/_, At) (7)
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and by using (Z) get

ddP° n]

_v_= _:_ -_ _v±]o" 18_
iTM.

4
This is the starting point of the previous stochastic theories. We have shown that it is

based on the assumption that the probability of the transition v_ --vI' is independent of

4_°. This assumption is only true in the limit of zero perturbation. Numerical analysis

will show that it does not apply in the case of the corkscrew magnetic trap.

The consequence of the usual assumption (Eq. 8) is that the dynamical friction term

in Eq. 5 is of second order and is in fact cancelled by the second term in braces. We

are left with

8 Z_
(9)

which predicts only currents proportional to the second power of the small field quan-

tities. In other words, Eq. 9 predicts a current resulting from the dependence of the

diffusion coefficient on s, but it cannot account for a current caused by a preferred

direction of scattering.
.r %

P2(v_*°/vz*_t) is not split upas indicated above, we might still assumeIf that it

is peaked around v 1 on the basis of perturbation theory. In this case, however, Eq. 8

should be written

nI--_-_-Z_vI F(_°), (I0)

vo

where F(_ °) is an unknown function containing the previously neglected phase dependence

of the conditional probability. Now the dynamical friction term in the Fokker-Planck

equation is of first order in the small-field quantities. This could lead to a much larger

directional scattering than was previously suspected. Such rapid loss has been observed

experimentally and is consistent with numerical analysis of particle motions.

3. Digital-Statistical Description of Nonadiabatic Scattering

The equations describing the
1

field are

motion of a particle in a nonadiabatic magnetic

dvl
dz - _.L (r' z) cos X (11)
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L_

dx = o 21r

dz v p(z)
(12)

where _3_ and _o are qB_L/m and qBo/m, respectively, and p is the pitch of the perturba-

tion field B.L. Most of the interaction between a particle beam and the nonadiabatic field

in a magnetic trap take place near the axis. Then Eqs. 11 and lZ can be simplified by

neglecting the radial dependence of ¢__k" Employing this assumption and the normaliza-

tions of Lidsky, 2 we obtain a simplified set of equations which closely describes the

motion of a particle in a corkscrew

dv cos X
--= a sin Zx-- (13)
dx cos Xo

_=A 1 I .

_ v2 P

(14)

The parameters are defined as follows:
2

a = final magnetic moment after one transit in the equilibrium orbit

p = corkscrew pitch normalized to its initial value Po

× = a phase angle between the particle's position and the field maximum

×o = phase angle in equilibrium orbit

A = 4L/p ° normalized corkscrew length

x = _z/2L.

These equations were solved numerically to determine the change in a particle's

magnetic moment as a function of the initial phase. Typical results are shown in

Fig. XIII-13. This is a plot of the relative field-particle phase X as a function of posi-

tion along the corkscrew for a particle of initialmagnetic moment 0.40 and various ini-

tial phases. The insert shows the final magnetic moment as a function of initial phase.

The insert also shows that particles increase their magnetic moments over only 17% of

the possible initialphases. In other words, a particle with random initial phase has an

83% probability of decreasing its magnetic moment. This is a startling conclusion that

clearly invalidates the stochastic theory already referred to. The physical reason for

this preferential downward scattering can be seen by examining the phase curves above

the insert in Fig. XIII-13. Upon entrance to the corkscrew, a particle with 40% initial

windup is rotating faster than the field in the frame moving with the particle's axial

velocity. Thus the phase is initially increasing as shown. Since the perturbing field

pitch is decreasing along the axis, there is some point where the field and particle will

rotate with the same angular velocity. This resonance condition is expressed ana-

lytically by
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d×
--= 0 (15)
dx

These zero slope points are shown in Fig. XIII-13, and we shall refer to them as turn-

over points.

Referring to Eq. 13 one notes that the direction of the change in the perpendicular

velocity (and consequently in the magnetic moment) is determined by the relative field-

particle phase ×, In Fig. XIII-13 we have indicated two phase quadrants in which the

particle loses magnetic moment as "acceleration regions" since a particle losing mag-

netic moment is accelerated along the field. If a particle has a turnover point in such a

region, it experiences a resonant accelerating interaction. Figure XIII-13 shows that

most of the curves have turnovers in the accelerating region. The curve for 140 ° initial

phase which starts to turn over in the middle of the deceleration region is pushed upward

into the next accelerating quadrant.

The physical basis for preferential acceleration can be seen by examination of the

necessary condition for turnaround. From (12) we get the turnaround condition

dZx 21r dp coo dvj_

dz 2 -p2 dz + (vZ_v12)3/2 v-k --_-_- < 0 (16)

Employing the resonance condition, we obtain

2___W _ ¢0Z

and by using Eq. 11 this reduces to

d2× [___12 C VL_ L-]_ i- - lCcos×-cos×ol.
dz2 L % J

(17)

(18)

This shows that for the corkscrew there is a forbidden region in phase where turnaround

is impossible. This forbidden region covers the range of phase where the particle sees

the maximum decelerating force. Thus, since the particle cannot come into resonance

in the most effective part of the decelerating region, its average step will be an acceler-

ation.

When we look at the physics of this effect, we see that it is more general than the

derivation above might indicate. Consider Eq. 11 which has general validity. Given a

particle that is rotating faster than the field, this equation tells us that V.L fluctuates as

× increases; however, it is the particle's z velocity which causes × to change. The
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faster v z, the slower × fluctuates. Alternatively, the slower vl., the slower × fluctu-

ates. Thus decelerating regions which decrease v z have, on the average, more fluc-

tuations than equivalent accelerating regions. The net result is a preferential downward

scattering in resonant systems with pitch-length decrease in the direction of particle

motion. Another way of stating this is that X tries to become stationary by decreasing

v±. If it finds itself in a decelerating quadrant, it tends to move onward into the next

favorable quadrant. This effect is shown in the 140 ° initial phase case in Fig. XIII-13.

We have also performed calculations on a Whistler model field. This is a helical

field with a linear phase variation along its axis. Although this calculation was not

scaled to any physical system supporting real waves, the effect noted above did appear.

We feel that with proper scaling Eqs. 11 and lZ should apply to the ionosphere. The

necessary calculations to check this scaling are being performed.

We have tried to indicate just how perturbation theory fails in the presence of prefer-

ential scattering. Figures XIII-14 and XIII-15 show the mean step and mean-square step

in --v_/v 2 obtained from our orbit calculations and from perturbation theory. 3 We have

indicated that preferential scattering will generate a current term proportional to the

first power of the field variable and also modify the second-order diffusion coefficients.

The magnitude of the discrepancy depends upon the relative width of the forbidden zone,

and is a complicated function of the details of the resonant-field perturbation. The dis-

crepancy becomes more important as the size of the normalized velocity steps decreases

because the confinement time is proportional to N -1 for currentlike and to N -2 for dif-

fusivelike losses, where N is approximately v°/Av °.

The peak at --v_/v z = 0.35 in Fig. XlII-13 is a case in point. This initial magnetic

moment displays the same behavior as that shown in the insert in Fig. XIII-13 which is

--v_/v z = 0.40. The difference is that the 0.35 case has a narrow rangefor of initial

phases that place the particle in the design orbit somewhere in the corkscrew. The

particles with their initial phases make very large steps upward in magnetic moment

and bias the mean-step upward. A particle with random initial phase will probably still

make a step downward. Thus, in this case, the Fokker-Planck equation with its average

coefficient As is not truly descriptive of the situation. Thus, the results of Section I

call into question the utility of the Fokker-Planck equation in describing the solution of

the distribution function in systems of physical interest even if asymmetric scattering

is correctly taken into account. Particles may fall into near-resonant orbits and suffer

selectively large perturbations. This behavior violates the essential assumption that

the distribution function changes slowly in the time scale describing individual particle

motion.

To describe the evolution of a particle distribution in a nonadiabatic trap, we have

developed a numerical-statistical analysis which we hope combines the economy of a

statistical approach with the accuracy of digital computation. Our basic postulate is that
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Fig. XIII-14. Mean change in magnetic moment per transit.
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Fig. XIII-15. RMS change in magnetic moment per transit.

our system can be described by a scattering matrix, each term of which gives the

probability of a particle's transition from a "state" of magnetic moment s 1 to a

"state" s 2. Each term in this mati_ix is obtained from numerical orbit calculations

and is given by

P, . _

M 2_ '

QPR No. 81 158



(XIIl. INTERACTION OF LASER RADIATION WITH PLASMAS}

where _ii is the range of initial phases for which a particle with a magnetic moment
J

within a small range of s. will scatter into a small range of s in a suitably normalized
J

time interval. The time evolution of the distribution is given by

As i= S + P..Ds. - s i ,1j j

where _s i is the change in density of forward-streaming particles in magnetic moment

interval i, S. is the external source of such particles, P.. is the matrix representing
1 1j

scatter from group j to group i, and D. is the operator describing the mirror losses and
J

variable transit time delays. Thus we are able to compute both the transient and steady-

state behavior of the system and, in particular, to compute the particle currents through

either mirror. These results will be directly comparable with the experimental meas-

urements described in Section I.

J. F. Clarke, L. M. Lidsky
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A. WORK COMPLETED

1. A CLASS OF NONLINEAR FILTERS

This study has been completed by E. Jeenicke. It was submitted as a thesis in par-

tial fulfillment of the requirements for the Degree of Master of Science, Department of

Electrical Engineering, M.I.T., January, 1966.

A. V. Oppenheim

B. AN EFFICIENT TRANSVERSAL EQUALIZER FOR TWO-PATH CHANNELS

The intersymbol interference arising in digital communication over time-variant

dispersive channels imposes practical limitations on the data rates that one can attain

by using fixed modem structures. Using an adaptive modem --that is, one capable of

measuring the channel dispersion and attempting to compensate for it by altering its own

structure --it is possible, however, to achieve marked improvement in data rates, as

demonstrated by Lucky in his recent work with dispersive telephone lines. 1

In this report we shall consider reduction of the multipath distortion for a discrete

two-path channel, in which the signals received via the two paths may vary arbitrarily

in amplitude with respect to each other. Such a situation might occur, for example, in

communication over the HF ionospheric channel if one is operating sufficiently below the

MUF. The discussion here will be limited to modem structures that one might employ

for dispersion correction for this channel, under the assumption that its characteristics

are known, although in practice an adaptive modem would have to obtain estimates of

these characteristics through channel measurement.

*This work was supported by the Joint Services Electronics Programs (U. S. Army,
U.S. Navy, and U. S. Air Force) under Contract DA 36-039-AMC-03200(E), the National
Aeronautics and Space Administration {Grant NsG-496), and the National Science Foun-
dation {Grant GP-2495).

_This work was supported by the National Aeronautics and Space Administration

Grant (NsG- 334).
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Q

b

I I I

0 ] 2 3 4
t/T

Fig. XIV-1. Impulse response of a two-path channel.

The channel of interest has the impulse response shown in Fig. XIV-1, where the

first pulse position has been taken as time reference, and the time axis normalized to

the seperation, T, between the pulses. One may represent this output, using z-transform

notation, as

H(z) = az 0 + bz -1.

As discussed by Hulst for the HF ionospheric channel, 2 one would like to construct the

"equalization" or "inverse" filter defined by the z-transform

1
F(z)- H(z)'

for then cascading this filter with the channel would give the desired over-all output

z-transform

H(z) F(z) = 1

and the multipath would have been eliminated.

Before proceeding to the general case, we consider first the special case in which

the longer path is always weaker than the shorter path --that is, Ibl < la I. Since there

is no loss in generality in normalizing the input, we shall take a = 1, and require that

Ib I < 1o Defining the distortion to be the magnitude of the weaker path strength to that

of the stronger path, we have at the input to the equalization filter a distortion

lbl
D.

input la I
Ibt.

Now the desired equalization filter is described by its z-transform

CO

1 1 = _ (_bz-1)n.F(z) = _--_-) = 1 + bz -1
n=O

While the numbers of terms in this series expansion is infinite, in practice one
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....
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l (-b) N
, , ....... lI , t/T

0 I 2 N N+ I

(b)

Fig. XIV-Z. (a) Conventional transversal e.qu_lizer for the channel in

Fig. XIV-1, where a = 1, Jb[< 1.

(b) Result of passing channel impulse response through

this equalizer.

truncates the series after n = N, and the result is the well-known transversal equalizer

structure shown in Fig. XIV-Za. This equalizer has a z-transform

FN(Z) =

1 - {-bz -1)N+I

1 + bz -I

and so cascading it with the channel renders an over-all output having a z-transform

H(z) FN(Z ) = 1 - (-bz -1)N+I

which is shown in Fig. XIV-2b. This transform corresponds to an output distortion

(a)

1 _b_+ 1I
0 1 2 2M+ I

(b)

! _ t/T

Fig. XIV- 3. (a) Cascade transversal equalize F for the channel

of Fig. XIV-1, where a = 1, Ibl < 1.

(b) Result of passing channel impulse response

through this equalizer.
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Doutput = ]b] N+I

which has reduced the effective multipath under our assumption [b[ < 1.

We next derive an alternative equalizer structure for the case considered above,

using an alternative expansion of the filter z-transform:

c° I (_bz-1)2m 11 1 = TT 1+ .
F(z) =-_ - 1 + bz -1 m=0

By truncating this product after m = M, the resulting filter becomes the cascade of

transversal filters shown in Fig. XIV-3a. This transversal equalizer has a z-transform

FM(Z ) =
b ZM+I _Z M+I1 - z

1 + bz -1

and so cascading it with the channel renders an over-all output having a z-transform

H(z) FM(Z) = 1 - b2M+lz -2M+l

which is shown in Fig. XIV-3b. This transform corresponds to an output distortion

D = b 2M+l
output

which again is less than the input distortion [b], since [b[ < 1 was assumed.

The performance of the equalizers of Figs• XIV-Za and XIV-3a will be identical if

one takes

N + 1 = 2 M+I ,

for then both filters render an output distortion of b 2M+l. Note, however, that the

number of cascaded transversal filters required with the second approach, M+I, will

in general be considerably smaller than the number of taps on a single transversal filter,

N+I. The actual values required, of course, depend upon the maximum input distortion

and the desired maximum output distortion. For example, with a maximum input dis-

tortion of .9 and a maximum output distortion of .01, M+I = 6, while N+I = 44. Thus

while the delay requirements and distortion reductions of the equalizers of Figs. XIV-2a

and XIV-3a are equivalent, it is seen that the second equalizer is more efficient in terms

of the number of variable-gain amplifiers required. Moreover, it has the additional

practical advantage of requiring (except for the first cascade stage) only amplifiers to

provide positive gains, while in the conventional approach nearly half of the amplifiers

must be capable of providing both positive and negative gains.
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(o)

(b)

Fig. XIV-4. (a)
(b)

Conventional transversal equalizer.
Cascade transversal equalizer. (Both
for the channel of Fig. XIV-1, where
b = 1, lal < 1.)

Thus far, we have restricted the discussion to channels for which the longer path

was always weaker than the shorter. Similarly, if the shorter path were always the

weaker, one would normalize the input so that b = 1, and proceed as described above

with bz -1 replaced by az, and so forth, to derive the structures shown in Fig. XIV-4,

where the cascade approach is again seen to be more efficient than the conventional

dO I dO = 02 + b2

I I : : _ t/T

-2 -1 0 1 2 3

(a)

(b)

Fig. XIV- 5. (a) Normalized matched-filter output for the
channel of Fig. XIV- 1.

(b) Cascade transversal equalizer for this

output.

approach. We next consider equalization for the general case, that is, where a and b

may vary arbitrarily with respect to each other. By matched filtering to the channel

output and again normalizing, one has the matched filter output shown in Fig. XlV-5a,

in which now the input distortion is
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Zlabf
Dinput = Zldol za +b 2'

and the input z-transform is the matched filter output

-1
HMF(Z ) = doZ + 1 + doZ ,

and now the center pulse has been taken as time i_eference.

filter is

The desired equalization

F(z) =
1 1

HMF'Z'f _ d z + 1 + d z -1
o

o o

One could divide this out, expanding F(z) as the sum of a sufficient number of terms,

and realize the inverse filter approximately with a single transversal equalizer. Instead

we shall follow the more efficient cascade approach introduced above, by first expanding

F(z) in the product

F(z) = -_- i(-z)

i= 0

+ +5(-z) .
J'

where

dz
i-i

1 I - Zd__ 1

and the distortion after the ith filter is

Doutput (i)= Zdi.

The structure for this general case is shown in Fig. XIV-Sb. The normalization gains

after each stage could be combined into a single gain. It is straightforward to show that

I d i I < I di_ 1 ]

whenever

]di_ll < 1/Z

which is satisfied for every stage whenever Id [ < 1/2. Since d o can have magnitude

1/Z only in the event that the path strengths la7 and Ibl are identical, an event of prob-

ability zero, it is clear that this cascading of filters renders a transversal equalizer

which reduces the multipath distortion with probability one. It is also clear that this
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cascaded transversal equalizer structure enjoys the same efficiency, in terms of imple-

mentation requirements, relative to the conventional transversal equalizer as that found

for our earlier example.

M. E. Austin
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A. CODING FOR SOURCE-CHANNEL PAIRS

In many communication problems the source output is not simply one of M equally

likely messages and the user is not merely interested in the probability that the received

D(n)

d(c)

Fig. XV-1. Performance curve
for source S trans-
mitted over channel

information is right or wrong. More generally, a

source may have any probability distribution P(w)

defined over its possible outputs, and the system

performance may be measured by the average value

of a distortion function d(wi, wi) which gives the

distortion to the user when w i is transmitted but

decoded as wj. The problem of communicating the

output of such a source over a given channel with

minimum distortion is being studied in this research.

Unlike previous work, which separated the coding

operation into two parts, a source representation

problem 1, Z and a channel coding problem, we shall

consider the coding operation as one process.

The performance curve is defined for a given source-channel pair as the minimum

obtainable distortion, using a direct source to channel encoder which operates on a block

of source outputs of length n. A typical curve is shown in Fig. XV-I. If the capacity

of the channel _ is C, it is known from Shannon's earlier results 1 that d(C), the value

of distortion at the rate C on the rate-distortion curve for the source S, provides a

lower bound to the performance curve. It is also shown by Shannon to be obtainable,

therefore it must be the limit of the performance curve as n becomes large.

A stronger lower bound has been derived which, unlike Shannon's, is a function of n

This work was supported by the National Aeronautics and Space Administration
(Grant NsG-334).
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a

and therefore provides information about the rate of approach of the performance curve

to its limiting value as n increases. The derivation is summarized below.

1. Lower Bound to D(n)

The first step in the derivation is an application of sphere-packing ideas used many

times before in Information Theory. If a source word w is transmitted, using a channel

input word x, and two lists are made -- one a list of possible decoded words w' ordered

in decreasing distortion d(w, w') from w, and the other a list of channel output words y

ordered in decreasing conditional probability p(_y/x) - a lower bound to any obtainable

distortion can be found by evaluating the completely ideal, and unrealizable, situation

wherein channel output words that have higher conditional probabilities are always in

decoding regions that result in lower transmission distortions.

It has been shown by Fano 3 that an improvement in this bound can be made if a prob-

ability function f(y}, defined over the channel output space Y, is included in the ordering

of channel output words and subsequently varied to obtain the tightest possible bound. We

shall use this idea and order the channel output words according to increasing values of

information difference

f(Y)
I(x,y) = In -

- - p(y ix)

where

To obtain a lower bound, it is necessary to relate members on the list of all possible

decoded words with members on the list of all possible received words {now ordered in

distortion and information difference respectively). This is the "idealized decoder func-

tion" and is defined as that function which maps yj into the w!l for which

_ g(w')_< _ f(Y)< _ g(w'),

w' E W! y E Y. w' E W'
_ i _ j -- i+

(1)

where

Yj = {_:I(x,y) _< I(x,_yj)},

w,1 -- {w, .d(w, w,) -<d(w, wl)},

W_+ = W_U (the next w' on the list),

(z)

(3)

(4)
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and where g(w') is a probability function, defined over the decoding space W', that will

be determined later. The function value g(w._) can be interpreted as the total "size", as

measured by f(y), of the subset of yn that is decoded into w'. That is,

g(w ) = f(z),
_y eY(wl)

where

Y(wl) : {y:decoded into wl }.

The lower bound to the distortion that results when the source word w is transmitted

using a channel input word x can now be shown to be

D(w) >iS d(I) dF2(I ) (5)

in which FZ(I ) is the cumulative distribution function of the information difference I(x,_y)

when the probability distribution p(y/x) is in effect, and d(I) is the distortion function
m

implicitly defined by the first inequality of Equation 1 which essentially equates two dis-

tribution functions; one G(d) where

G(d) = Pr (d(w,w')--<d)
g(w')

and the other F 1 (I) where

F 1(I)= Pr (l(x,y)-<I).
f(y) -

Since G(d) and FI(I ) can only be approximated, 4 an upper bound to G(d) is equated to

a lower bound to FI(1) to define a function dL(l ) satisfying dL(l ) --<d(1). This is consis-

rant with the inequality in Equation 5. Finally expanding dL(l ) in a Taylor series about

E(1) with respect to the cumulative distribution FZ(1) yields

D(w) >__ dL(I)dFz(I)= _ d_)(I)--iT--. S (I-_ dF2(I ).

i=0

After successive derivatives and central moments are evaluated we obtain the result

(6)
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where s satisfies
0

1
_(So) - So_'(So) = _'(-I) --_-_in

_,,(-l)

SoZ_"(So)

and in which

+ ,,)

_(s) = qi}_i(s), comp (w) = q,

i

_ ci¥i(t)_/(t)= , comp (_x)= c.

i

(8)

(9)

In Eqs. 8 and 9, _i(s) and _/i(t) are, respectively, the semi-invariant moment-generating

functions of the random variables d i and It, which have the distribution functions

and

Prdi(dij) = g(wi)

PrIi(Iij) = f(yj).

The transmission distortion for the source can be obtained by averaging D(w) over

the entire source space W n. If the code is restricted to be a "fixed-composition" code,

that is, all channel input words have composition -c, the averaging can be completed, and

it results in the lower bound

with

1 ___/"(-I) _2(So) I+

D >_i',So> 2nSo LSoZ,,-----_s2> I+ SoZ,,,s------_ij O(1) ,iO)

•Z(so)= Variance [_i(So)-So_'(So)],
P(W i)

-q = p= (P(Wl) , p(WZ),...,p(wj))

and with s o satisfying Eq. 7.

The lower bound in Eq. 10 is in terms of the vectors g, c, and f- which have not yet

been specified. The vectors g and c must be picked to minimize the right side of

Eq. 10, abbreviated D(g, c,f, So), in order to choose the optimum set of decoding set

sizes and the best channel-input composition. The vector f" can be freely chosen, but
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the tightest lower bound results when D(g, c, f, So) is maximized with respect to T. There-

fore

D >I min min max D(g, c,f, So). (11)
g c f

As n becomes large, the vectors c and f which provide the bound in Eq. 11

approach the channel input and output probabilities associated with the channel _ when

it is used to capacity, and the vector g approaches the output probability distribution of

the test channel associated with the point (d(c), c) on the rate-distortion curve for 8.

For finite, but large n, these vectors could be used in Eqs. 7 and 10 to obtain an approx-

imation to the correct lower bound. The limit, as n increases, of the lower bound is

D(n=oo) >_ _,(So) ,

where

_(So)- So_'(so) = -C

which is the correct parametric expression for the distortion at the point (d(c), c) on the

rate-distortion curve for $.Z

The previous results can be applied, with obvious modifications, to a communication

system with vector sources and channels and with amplitude continuous sources and chan-

nels. If, in particular, for Gaussian sources and channels the channel-input fixed-

composition requirement is replaced by an input energy constraint, the lower bound to

is the same as that given in Eq. I0, except the term involving ffZ(So)distortion is not

present. The channel-input composition problem, which is believed to affect only this

term, remains one of the problems under present investigation.

At this point it is not known how well the dependence upon n given in the lower bound

agrees with that of the actual performance curve. To get this information, an upper

bound to the performance curve is also required. Such a bound is now being developed.

R. Pilc
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B. AN UPPER BOUND ON THE DISTRIBUTION OF COMPUTATION FOR

SEQUENTIAL DECODING WITH RATE ABOVE R
comp

1
A previous report has described the simulation of a sequential decoder operating

at a rate just above Rcomp, the computational cutoff rate of a discrete memoryless chan-

nel. The tail of the cumulative distribution of the number of computations per search

was observed to be Pareto; that is,

pr (C>-X)= AX -a (x>> i), (1)

where A is a constant. The measured Pareto exponent, a, was less than one, and sat-

isfied the relation

E°(a) = R (2)
a

to a good approximation. In (2), R is the code information rate in nats per channel use,

and Eo(a) is a well-known function of a and of the channel input and transition probabil-

ities. 2
In fact it turns out that Rcomp = Eo(1).

We have obtained by random coding arguments an upper bound on pr(C >/X) for rates

in the range Rcomp _< R < C, where C is the channel capacity. Previously Savage 3 and

Yudkin 4 have established similar upper bounds for 0--< R <R . Jacobs and Berlekamp 5
comp

have obtained a lower bound agreeing asymptotically with (1) and (2) for 0 --< R < C. Thus

the asymptotic behavior of the distribution of computation for any rate less than capacity

is now known to be Pareto with exponent given by (2).

1. Outline of the Derivation

In what follows, we will provide a rough outline of the derivation of the bound. A

complete description of tree codes and sequential decoding will not be given here. An

up-to-date description has been given by Wozencraft and Jacobs.2 Suffice it to say that

the decoding procedure is a sequential search through a tree in an attempt to find the

correct path representing the intended information sequence. Decisions are made by

comparing a path metric, which is a function of the received and hypothesized channel

symbol sequences, to a running threshold. The path metric along the correct path tends

to increase, while incorrect path metrics tend to decrease with increasing penetration

into the code tree.

We assume that the decoder employs the Fano algorithm and that the k th path metric

increment is

P(YklXk )
Z k = in R.

f(Yk )
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The spacingbetweenadjacentthresholds is _.
We are concernedwith the total number of computationsever donein the incorrect

subsetof a reference nodeon the correct path. Theincorrect subset consists of the ref-
erence nodeplus all nodeson incorrect paths stemmingfrom the reference node. One
computation is said to be doneon a nodewheneverthe decodingalgorithm visits that node
to examinebranches diverging from it or leadingto it. This is the usual measure of
computation for purposesof establishing upper bounds.3 Other definitions are more con-
venient for experimental measurements, but the sameasymptotic Pareto distribution is
always observed,l, 7

Eachnodein the incorrect subsetwill be labelled by indices (_,n), where _ = 0, l,

Z .... is its depth in the tree measured from the reference node, and n denotes which

node it is at depth _. In= 1, Z .... (u-1)u_-l].

The expression overbounding the number of computations in the incorrect subset of

a reference node depends on three properties of the Fano algorithm which we state here
3

without further elucidation. A fuller exposition is found in Savage, and in Wozencraft
6

and Jacobs.

(1). With a given running threshold in effect, no more than (u+l) computations are

done on any node.

(Z). For at least one computation to be done on some node (_, n) when a given running

threshold is in effect, a necessary condition is that the path metric along the path con-

netting node (_, n)to the reference node be everywhere greater than the running threshold.

(3). The running threshold is not eventually reduced by A from its current value

unless the path metric at some node along the entire correct path stemming from the

reference node is less than the current running threshold.

Properties (1), (Z), and (3) may be combined to enable us to write a mathematical

expression overbounding C, the total number of computations that must eventually be

done on all nodes in the incorrect subset:

m=-I _=0 1 4_k=l 0_<h<m= k= 1

where M(£) = (u-1)u _-1. and S[. ] is the unit step function which is one when its argument
o

is zero or positive, and zero otherwise. Z k and Z_(n) are the k th path metric increments

on the correct path and on the n th incorrect path, respectively.

The minimum over h in (3) may be removed by the use of a simple union bound:

C < (u+l) S Z_(n)- Z_- mZ_ . (4)

m=-I _=0 h=O n=l Lk=l k=l

For the upper bound, following Savage, we use a form of the Chebysheff inequality:
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If C is a positive random variable,

C a
pr(C>_L) -.<

L a
for a > 0. (5)

Thus finding a Pareto upper bound on the cumulative distribution of computation is

equivalent to showing that moments of C lower than the a th are bounded for a satis-

fying (2).

The upper bound on _ is established by a random-coding argument. It is assumed

that the channel is discrete and memoryless, has an input alphabet of P symbols and an

output alphabet of Q symbols and that it is characterized by the set of transition proba-

bilities (qij'i= 1,2 ..... P; j= 1,2 ..... Q}. The tree characterizing the code is assumed to

be infinite, implying a convolution code with infinite constraint length . There are u

branches diverging from every node and v symbols of the channel input alphabet for

1 in u nats per channel use}. Each symbol iseach branch (the code rate, R, is then v

picked statistically independently from a probability distribution (p.,i=l, 2 P}. Thus
1 _ " " " P

the joint probability is p(x_)p(yklXk)p(x_(n)} that during the k th use of the
o

channel a symbol x k is transmitted, a symbol Yk is received and that the k th symbol on

the n th incorrect path up to depth k is x_(n). Similarly, for the first L uses of the chan-

nel, the sequences of symbols may be written as L-component vectors, and the joint

probability measure is

L L

k=l k=l k=l
(6)

where, for example, -OxL represents the first L input symbols to the channel. There i._
P

jalS°=l,2a.....probabilityQ distribution defined on the channel output symbols fJ = i=_'l piqij

Now since successive uses of the channel are assumed to be statistically independent,

o and our joint probability measure thatwe have from the definitions of Z_(n) and Z k

fv hv - 7

_-_ k:l o In P(Y'fvl_v(n))f(_Tfv)_ _..f(Y-hv)/
Z_(n) - Z k = - (f-h)R (7)

th.
for the n incorrect path at depth f, (n=l,2 ..... M(f)}.

In bounding C a we exploit the Chernoff bounding technique, in which the unit step
t

function Sit] is overbounded by e l+a before averaging. The second principal mathe-

matical artifice is the use (on all but the innermost sum on n in (4)} of the following

standard inequality8:
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For a sequence of positive random variables {xi),

provided 0 _< a -.< 1. (8)

Then after some algebraic manipulations, we obtain

Qo a_vR oo ahvR

C'_<A 1 e a+l e a+l

t=0 h=0

F(h, _), (9)

where

_a

a+l
(u+l) a e

AI=

1 - e- a_) a

which is a constant, and

F(h, _) =

n= 1

'+ .
t, ,<,,v>) J

It is straightforward to obtain a simple overbound on F(h, _) by using the basic probability

measure (6) and the inequality 8 _o < _p if 0 < p < 1 and x is a positive random variable.

The bound on F(h, _) was originally derived by Yudkin. 4 Substitution of this bound in (9),

leads to an infinite sum which converges if

l (a)
R<aE o

Q(i _ l'_+awhere E (a) =-ln _ pq_/ .
o iij Jj=l =1

Thus C a , for 0 < a < 1, is bounded if

R < 1 E (a). (10)
a o

Condition (10) agrees with the lower-bound condition found by Jacobs and Berlekamp. 5

Thus we have obtained the {asymptotically) tightest possible result. Condition (10) is
3

also identical to Savage's upper bound for integer values of a. Recently, Yudkin has

extended this result to all a >t 1.4

QPR No. 81 177



(XV. PROCESSINGAND TRANSMISSIONOF INFORMATION}

Z. Remarks

We may now employ (5) to obtain an upper boundon the distribution of computation.
Over the ensembleof infinite tree codes, pr(C >L) < cPI:p, provided R < 1 E (p) and

Eo(a ) p o

p > 0. IfR = ---_, the tightest asymptotic result follows from letting p approach a.

Thus for R = E°(a----/), pr(C>_L) < ca--'-_L -(a-E) (i1)

where _ is positive but arbitrarily small. Comparison of our result with the lower

bound of Jacobs and Berlekamp shows that (neglecting £);

pr(C >_L) = AL -a (L>>I).

Eo(a)
For any R and a such that R - , where A is a finite constant, it can be shown that

Eo(a ) a
approaches C, the channel capacity as a approaches zero.

Figure XV-Z shows the Pareto exponent a, as a function of R for the communication
1

system described in the previous report, consisting of binary antipodal signalling, white

Gaussian noise channel, matched fil-

2.0 _- \ NA: =0 db ter and 8-level output quantizer. The

_=-z db E only difference is that the outer quan-1.6 -- _o = 5 db

tization levels have been changed

_- -- from +2T to +1.7 T. 9 We are indebted
1.2 --

T BOUNDED MEAN tO Professor I. Jacobs for providing

°'° 1 ............ i COMPOTAT,ON

UNBOUNDEDMEAN these curves. Note the high sensi-
O 0.8- COMPUTATION

tivity of the Pareto exponent to small

_< - changes in rate, both above and below
0,4 --

Rcomp"

0 I I I I h I We observe that if Rcomp < R <

0 o.2 0.4 0.6 0.s 1.0 C, then 0 < a < 1, and the average
CODE RATE, R ( BITS PER CHANNEL USE )

computation is unbounded; however,

Fig. XV-Z. Variation of a with R for a white an asymptotically Pareto cumulative
Gaussian noise channel.

distribution still exists. For some

applications, operation at a rate

above ReDtop would still be possible (and perhaps feasible). For example, the average

number of computations per digit could be made finite simply by imposing an upper limit

on the allowable number of computations per digit or group of digits, and passing on as

erasures any group of digits for which this limit is exceeded. In such a scheme, periodic

resynehronization or a feedback channel would be necessary to allow the decoder to con-

tinue past a group of "erased" digits. If no gaps in the incoming data stream can be
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tolerated, the erasures may be corrected by an outer level of block encoding and

decoding. As a further feature, the upper limit on computation could be variable, being

made just large enough to enable the number of erasures in a block of the outer code to

be correctable by that code.

Concatenation schemes of this type are being investigated analytically and by sim-

ulation.

D. D. Falconer
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A. PLAYING WITH DISTINCTIVE FEATURES IN THE BABBLING OF INFANTS

In this report I shall describe the data obtained all on one day, consisting of the

utterances of an infant, aged 403 days. 1 We shall discuss the utterances in an attempt

to discover what if any patterns exist among them. It will be seen that significant pat-
2

terns do exist when distinctive features are referred to, and further theoretical

implications of these patterns will be touched upon.

The following sequences of more then one syllable were found in the babbling of

Mackie at the age of 403 days. This corresponds to an advanced stage of babbling.

Approximately six weeks later the babbling has greatly decreased, and the child makes

much simpler and much less frequent sequences of sound. It appears that the child at

this later stage is speaking language, as opposed to babbling which is intentional, but

not meant to be intelligible, sequences of sound. Utterances at this later stage, if and

when produced, for the most part correspond to morphemes of English.

The largest number of sequences of more than one syllable consisted of any number

of syllables beginning with a nonGrave segment, followed by any number of syllables

beginning with a Grave segment. Here, a syllable is defined rather loosely, because

This work was supported principally by the U.S. Air Force Electronics Systems
Division} under Contract AF 19(628}-2487; and in part by the Joint Services Elec-
tronics Programs (U.S. Army, U.S. Navy, and U.S. Air Force} under Contract
DA 3 6-039-AMC-03200(E), the National Science Foundation {Grant GP-2495), the National
Institutes of Health {Grant MH-04737-05), and the National Aeronautics and Space
Administration {Grant NsG-496).
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of possible great complexity in the initial nonVocalic segment, and because of the dif-

ficulty in ascertaining the presence of a vowel between nonVocalic segments at times.

In general, however, a syllable is a sequence consisting of a nonVocalic segment fol-

lowed by a Vocalic segment, possibly augmented by one or more glides. When a par-

ticular segment is colored, either at the onset or the offset, by the features of some

other type of segment, the symbol indicating the coloring segment is raised from the

line.

Such sequences of nonGrave syllables followed by Grave ones are exhaustively listed

below:

1. nonGrave Grave

ye dew t_e ga wV_

dey d_e g_ wV_
w

dse gi v _y

yi p

ye mp

ye ge vWi

yeh yo wey

d_ we gi

y_ ga m:

ye ye gi vWih

d_ we gi

de y_ wa
V

n_ m

da r t_ m Vg@r

we gi we gi

gi wi wi ge

Next we see that there were sequences consisting only of nonGrave syllables, which

are listed below:

2. nonGrave

ya I do dah

do: yo:

r dey day

d_ do

ti

In addition there are sequences of syllables beginning with only Grave segments:
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.

m

m

m

way

way

m@

Grave

W.
ge v ly

ge vWi

ge v

ngi vWeh

ngo

be wVe

ba we

be b

w:

me we

No sequences of syllables beginning with a Grave segment followed by a sequence of

syllables beginning with a nonGrave segment occur. (There are two exceptional cases:

e wi na and go we d_. These two cases are exceptional in that they have the segments

/n/ and /d/, the voiced fricative, both of which occur very seldom in sequence. After

our analysis we shall be able to handle these two cases.)

Consequently we see that we have the generality up to this point that every babbling

sequence consists in any number of nonGrave syllables followed by any number of Grave

syllables, including zero as a possible number of syllables. We also get sequences of

all sorts consisting of only one syllable, which will also follow from the generalization

above.

We have also on this day, sequences consisting of syllables beginning with/h/, fol-

lowed by any number of syllables beginning with a nonGrave segment, as below:

. /h/ nonGrave

he y_

he y_

he w he yo

he dyo dy_y

he w

There is a couple of sequences consisting of an/h/followed by a nonGrave syllable,

followed by a Grave syllable:

. /h/ nonGrave Grave

ha ye ge

he y: w:
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Although there were no sequences consisting of/h/ followed by a Grave syllable, we

shall have evidence to include that as a possibility later. Consequently we can elaborate

our generalization to say that a babbling sequence consists of any number of/h/-initial

syllables, followed by any number of nonGrave-initial syllables, followed by any number

of Grave-initial syllables. In other words, we have a set of sequences corresponding to

a finite-state language, expressed by the formula:

f-1. [h]* [nonGrave]* [Grave]*

There were only four sequences in the data which appeared to be real exceptions to

f-1. These are

6. Exceptions

w_ heh

nee lune

da: ho:

ga he flw o

Apparent exceptions only, however, are the very long sequences:

7. Apparent Exceptions

hey de bVe de bVe

he bWi de wi

h wi bWe de bi

ha ye go ha ye

ye vWe ye vWe

de wa de g_

w8

ge

de we

de bi we

ye

It seems that these sequences may be treated as repetitions of the formula f-l. In favor

of this is the length of these sequences and some very apparent iterative characteristics

about them,

If we allow f-l., to be repeated, however, and since single syllables do occur, we

in fact allow anything at all to occur. What will save this from being vacuous would be

some evidence, such as intonation or pause, which would necessitate the postulation of

a sequence boundary. This will be investigated. Even without this, however, we could

predict that the utterances that follow the rule given above are far more numerous than

those that do not.

Note in the repetitions of 7., we have two instances of an /h/ followed by a Grave

sequence, so that we are corroborated in including this possibility in the generalization

above.
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If rule f-1. represents a reality of the infants babbling, it is reasonable to ask what

in fact the infant is doing on a more explanatory level. What we can say is that the ini-

tial segments of syllables increase in markedness from beginning to end in the sequence.

A segment unmarked (u} for some feature is said to take the simplest or least effort

value for that feature; a segment marked (m) for some feature takes the more complex

value for that feature. Which is the marked and which is the unmarked value of a given

feature is a question of universal grammar.

It has been postulated that /h/ represents a segment marked only for the feature

Vocalic, being unmarked in all others. /y/ is marked for Sonorant and /d/ is marked

for Consonantal, both being marked for Vocalic. Hence /y/ and/d/have two marks,

Vocalic and Consonantal or Sonorant. In a parallel fashion, /w/, /g/, and /b/ have

three marks, differing from the others in being marked for the feature Grave. Thus

/h/ is less marked than/y/ or /d/; and/y/ or/d/ is less marked than any of/w/, /g/,

or Ibl.3

The universal rules for interpreting markedness (m's and u's) in terms of feature

values (+'s and -'s) for the features indicated here are:

r-1 [m Vocalic]-[-Vocalic]

[u Vocalic]-[+ Vocalic]

[m Sonorant]--[+ Sonorant]

[u Sonprant]-- [- Sonorant]

[m Consonantal]-[+ Consonantal]

[u Consonantal]-[- Consonantal]

[m Gravel--[+ Grave l

[u Grave]-[- Grave]

In particular, we have the following:

r-2 1 Mark

LVocalic ]
Sonorant |
Consonantalj

Z Marks

Vocalic ]

Sonorant |
Consonantal I
Grave _J

Vocalic ]

Sonorant

Consonantal
Grave

Vocalic -]

onorant |
Consonantal_

: �hi

I--Vocalic -1
+Sonorant

-- -Consonantal = /y/

L-Grave J

F-vocalic ]
I -S°n°rant l

- i+Consonantall : /d/
L-Grave J
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3Marks

-u Vocalic ]

Sonorant i --
Consonantal ]

_ Grave

vocalic -I
Sonorant | -.
Consonantal ]

Grave __

]-Vocalic
+Sonorant
-Consonantal
+Grave

--Vocalic 1

-Sonorant

+Consonantal

_-Grave

=/w/

=/g, b/

Intuitively, then, what this seems to mean is that the child begins an utterance with

a certain degree of markedness, which he may increase in subsequent syllables of the

sequence. The child may be thought of as playing a game, which consists of adding more

commands to the syllable, producing more complex initial segments, for syllables toward

the end of the sequence.

Several of the exceptions, such as e wi na and go we din, can now be seen not to be

exceptions at all, since nasality, when it appears, must be marked, as must continuency.

Thus markedness still increases from left to right.
J. S. Gruber
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B. SYLLABLE FINALS IN CHINESE PHONOLOGY 1

The crucial fact to be captured concerning the Chinese monosyllable is the unity of

its structure and function. The Chinese tradition will be followed here in assuming the

underlying form of the monosyllable to consist of two 'segments', an initial and a final.

For the purposes of this discussion, the feature analysis of initials given by Hashimoto 1

will be adopted, unless otherwise stated. We shall return briefly to the initials after a

consideration in detail of the content of the finals.

The final will contain features specifying the tone of the monosyllable. Gruber 3 has

suggested a set of features to handle such phenomena, and his formulation will be

assumed here. The final will also contain the feature + or - compact, which will result

in two classes of finals, with e (a mid central vowel) and with a (a low central vowel).

The final will contain the features + or - flat and + or - sharp, and the grammar

will contain a phonological rule of the following sort:
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i c°mpactla. flat /__. [_flat 1
sharp J sharpJ[ ]/_ +4

1 1
1 1

Rule a. then creates a new 'segment' between the initial and the final which agrees in

flatness and sharpness with the final. An additional rule will be needed, since only

three such medials actually appear:

F-flat ]
b. m_sharpj _

The final may also contain the features + or - grave and + or - nasal, and anal-

ogously the phonology will contain:

I! c°mpactlc. grave / ----_[ ][_ grave_ / +
nasal J /

nasal j
1 1 1 1

Rule c., like Rule a., results in the creation of a new 'segment,, this time following

the final, agreeing in gravity and nasality. Rules a. b. and c. will produce a set of

finals as in Table XVI-I.

Table XVI-1 contains 40 distinct finals; since there exist but 33 in fact, 5 some

further rules will be required. They fall into the morpheme structure category,

and must apply before Rules a. b. and c.

Table XVI-1. Set of finals produced by rules a, b, and c.

e a ei ai eu au en an eng ang

ie ia iei [_ 2 ieu iau ien Jan ieng iang

tie ua uei uai ueu _--_ 2 uen uan ueng uang

fie fia l[fiei fiai fieu fiau[1 fien fian fieng _3

where

1 r- avel
i- is L+sharpj -i is L_nasa 1 j

[+flat l [+m'avel
u- is L_sharpj -u is L_nasalj

[+nat l F- avel
il- is L+sharpj -n is [+nasal]

[+grave l
-y is L+nasal j
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-nasal]

+flat j-----_ [-sharp]

F -nasal ]
|a flat |

e. |-a sharp |-----_ [_ grave]

compac 

[+grave

|+nasal _ I-flat]
f" |+ sharp

L+compacl

Rule d. will exclude box 1 in Table XVI-1; Rule e., boxes 2; and Rule f., box 3.

Additional rules will be needed to approximate more closely the phonetic reality of

various finals. The following are suggested.

g. [; flat ]-----[+vocalic] r . _'[+nasal]
sharpJ / [-c°mpact] i[a grave]

g'. F+flat
L+ sharp ]---_ [+vocalic] /__[compact]

/ I [+sharp] [+_graaSvale]

h. [+compact] -- [-compact] / _[_f_:rp ]

[-compact]
i. [-vocalic J_ _

Rules g. and g'. affect the assignment of the feature vocalic, which operates through

a simple marking convention: 1) the segment specified for compactness is + vocalic if

there are no other segments so marked in the syllable; 2) all segments not + vocalic

are - vocalic. This could of course be stated in the form of rules (which would come

between g'. and h.)but the conventional interpretation seems quite natural here.

Table XVI-2 shows the results of Rules g. through i.

Table XVI-2. Finals produced by rules g, h, and i.

e a ei ai eu au en an eng ang

ie ia i ieu iau in ien ing iang

ue ua uei uai u un uan ung uang

fie fin fien ring
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Though more rules will be required to fill in and adjust the exact qualities
6

of the various segments, in particular the non-compact vowels, familiar ground

has been achieved. The rules will, among other things, replace the features

on the main vowels 'left over' from rules a. and c. These features do not

embarass any of the later rules written above, but care will clearly be needed

in their adjustment.

The general implications of the proposed analysis will now be evident. The part

most in need of justification is the ,segment-creating' Rules a. and c. Of course

there is nothing unprecedented in the elements that compose these rules: seg-

ment creation is an unavoidable aspect of any epenthetic phenomenon, and assim-

ilation of epenthetic elements is familar enough. So it would perhaps be difficult

to exclude Rules a. and c. on any principled basis from present assumptions on the

nature of phonology.

On the other hand, it is clear that unusual effects are obtained by the application of

Rules a. and c. which ought to require a real evaluational gain to justify. Rule d., for

example, plainly owes its simplicity to a. and c. Rule e. is a less clear case: if one

accepts Table XVI-1 as an underlying stage, it too shows a simpler statement than could

be arranged over three segments; but the value of Table XVI-I as a real stage might

be undermined in the absence of a. or c. Rule f. would presumably be equally costly

in any case, and one might choose to consider the nonoccurrence of box 2 in Table XVI-1

merely an accidental gap in the Chinese lexicon.

Rules d. e. and f. provide only minimal justification, however. A more sig-

nificant test will be a good solution to the complex restrictions which apply between

initials and finals, a question not gone into in detail here. In particular, it has

been promisingly suggested by T. R. Hoffman that the medial feature sharp is

predictable under a proper analysis of the initials, and can therefore be elimi-

nated from the final.

Under the assumption that Rules a. and c. are legitimate, there remain some dif-

ficulties in the analysis which must be pointed out. The primary one is the handling of

those finals in which Rule c. does not apply (the two leftmost columns of Tables XVI-1

and XVI-2). The solution adopted has the effect of making the nonspecffication of cer-

tain features distinctive. This has been judged preferable to the introduction of an ad hoc

feature. The fact remains that the treatment of 5 distinct elements with binary features

is troublesome. This may affect the analysis further in the apparent inability in incor-

porate Rule g'. into Rule g., where by all rights it should be. Rule g'. applies signifi-

cantly to a single final, that boxed in Table XVI-2, which is one of the cases in question.

It is not, however, clear that any ad hoc feature to allow a better statement of Rule c.

G. D. Bedell IV
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Footnotes and References

1. This paper is a preliminary and abbreviated version of one chapter of a longer paper,
tentatively entitled "An Essay on Chinese Phonology." The other chapters discuss
the Chinese phonological tradition,'phonemic' analyses, and some typological impli-
cations of the problem.

These remarks have profited from the criticisms of G. H. Matthews, T. R. Hoff-
man, B. K. T'sou, and other participants in the Chinese seminar at Massachusetts
Institute of Technology in 1964-1965 and 1965-1966.

2. M. J. Hashimoto, Phonological Rules in Mandarin-Synopsis, 1964, p. 5.

3. J. S. Gruber, The Distinctive Features of Tone (Cambridge, 1964).

4. The symbol + in rules is used to denote a syllable boundary. It is quite likely
redundant, and will not need to appear in the underlying representation.

5. Left out of account is the final r as clearly outside the system discussed.

6. The final -y is considered an instance of -i_.

C. TRANSITIVE SOFTENING IN RUSSIAN

The fundamental role in Russian morphology of a truncation rule (Rule C' below)

which elides vowels before vowels was discovered by Jakobson. 1 Halle then showed z that

the occurrence of so-called transitive softening in the conjugation in cases such as (1-4)

below is determined by a simple rule (Rule A below)on the basis of the sequence of

vowels in the underlying representation of verb forms. He proposed that (A) and (C'),

in that order, applied in a transformational cycle to verb forms, for which he assumed

the following constituent structure:

((ROOT + VERB SUFFIX + TENSE) + DESINENCE)

A further result was obtained by Lightner. 3 He demonstrated that forms such

as (5-8) are also regular because a rule of glide formation (B), which replaces

prevocalic short u, i with their corresponding glides w, j, intervenes between

(A) and (C'). In Lightner's formulation, the three cyclical rules are essentially

as follows :

(A) V----_ j / + V

(B) i, u ---_ [-vocalic] / V

(c)) v----_ / +V

Derivations:
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(I) piset (Z) pisu (3) sidit (4) sizu

((pis+o+e)+t) ((pis+o+e)+U) ((sid+e+i)+t) ((sid+e+i)+U)

I A

B

C,

(pis+j+e) (pis+j+e) ( " ) ( " )

( " ) ( . ) ( . ) ( " )

( . ) ( . ) (sid +i) (sid +i)

HA

B

C'

( pis +j+e+t) ( pis+j+e +U) ( sid +i +t) ( sid +j +U)

( . ) ( . ) ( . ) ( . )

( - ) ( pis+j +U) ( " ) ( " )

(5) kujot (6) Imju (7) lovit (8) lovlju

((kou+o+e)+t) ((kou+o+e)+U) ((lou+i+i)+t) ((lou+i+i)+U)

I A

B

C,

(kou+j +e) (kou+j +e) ( " ) ( " )

( . ) ( . ) (low+i+i) (low+i+i)

( " ) ( . ) (low +i) (low +i)

H A

B

C'

( kou+j+e +t) ( kou+j+e +U) ( low +i +t) ( low +j +U)

( . ) ( . ) ( - ) ( . )

( " ) ( kou+j +U) ( " ) ( " )

Now note first that rule (C') can be generalized by allowing vowels to elide before

all noneonsonantal segments, that is, before glides as well as vowels, provided that the

elided vowel is flanked by morpheme boundaries:

(C) V _ _ / + + [-consonantal]

It will be seen that all verb forms dealt with by Halle and Lightner can stillbe derived

as above if (C) is substituted for (C'}.

More important, however, is the fact that this simpler version (C) of the

truncation rule, unlike (C), does not require the constituent structure for the

verb forms which has been described here. Indeed, with this change rules (A-C)

no longer critically depend on the correctness of any particular syntactic anal-

ysis at all. This is because the correct phonetic forms are obtained if rules

(A-C} apply posteyclically to a string whose internal constituent structure has

been erased. Thus, consider examples (1-8} anew. Derivative nouns like lovl_

are derived in the same way: e.g., lou+i+o---_ (B)low+j+o.

The proposed generalization of the truncation rule, if correct, strengthens

the case for Halle's rule for transitive softening by making its validity immune

to the outcome of still unsolved problems concerning the correct assignment
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(i) piset (2) pisu (3) sidit (4) sizu

pis+o+e+t pis+o+e+U sid+e+i+t sid+e+i+U

A pis+j +e+t pis+j +e+U ,, sid+e+j+U

S II II II II

C " pis+j +U sid +i+t sid +j+U

(5) kujot (6) kuju (7) lovit (8) lovlju

kou+ o+ e+t kou+o+e+U lou +i+i+t lou +i+i+U

A kou+j +e+t kou+j +e+U " lou +i+j+U

B " " low+i+i+t low+i+j+U

C ,' kou+j +U low +i+t low +j+U

of derived constituent structure in morphology.

R. P. V. Kiparsky
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A. COGNITIVE PROCESSES

1. CONFUSION ERRORS FOR SPATIALLY TRANSFORMED LETTERS

We have shown before that various geometric transformations of connected discourse

impose different burdens on the reader who is trying to decode the text.1 One way of ac-

counting for these differences is in terms of the difficulty of recognizing individual let-

ters that have been transformed, and so it becomes of interest to learn whether the order

of difficulty of various transformations of individual letters is the same as the order of

difficulty for decoding connected text.

The first 800 letters of a page of connected discourse used previously were trans-

formed by a computer into eight different random arrangements. Each arrangement was
1

then prepared in one of eight possible geometrical transformations. Ten students at

M. I.T. named all of the characters on a page in a counterbalanced order for the various

transformations. The transformations may be described with respect to the plane of the

paper as rotation in the plane, top-to-bottom inversion, and mirror reflection. Further-

more, one half of the sample was named from left to right, the other half from right to

left. Direction of scanning may be represented as D (left to right) or -D (right to left);

the orientation of a character as X (normally faced) or -X (facing to the left); and whether

it is upright or upside down as Y and -Y, respectively. The average time (in minutes)

that the 10 subjects required to name the characters is shown in Table XVII-1.

This work was supported in part by the Joint Services Electronics Programs (U. S.
Army, U.S. Navy, and U.S. Air Force) under Contract DA 36-039-AMC-03Z00(E), and
in part by the National Science Foundation (Grant GP-Z495), the National Institutes of
Health (Grant MH-04737-05), and the National Aeronautics and Space Administration
(Grant NsG-496).
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Table XVII-1. Time taken to name characters in different geometric configurations.

(Minutes)

D,X,Y -D,X, Y D, -X, -Y -D, -X, -Y D,-X, Y -D, -X, Y D,X,-Y -D, X, -Y

4.65 5.66 7. 16 6.72 7.06 7.20 7.96 8.55

In comparing these results with those obtained from subjects reading continuous
1

text, we see that the order of difficulty of the transformations is not maintained,

although there are similarities in the two orders. Furthermore, it is clear that charac-

ters otherwise identical except for the direction in which they are scanned require differ-

ent amounts of time to be named correctly; the same is true for characters varying only

in X, only in Y or in combinations. Thus, character naming is clearly not the same task

as reading, and variations in the x, y coordinate values of characters affect human

detectors differentially. One might also conclude that these results indicate that humans

do not detect characters by tracing their contours, since identical contours yield dif-

ferent results (Table XVII-1).

P. A. Kolers, Kathryn F. Rosenthal

1.
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B. PICTURE PROCESSING

1. REDUCTION OF THE OUTPUT NOISE POWER ON A VERY

NOISY PCM CHANNEL

When PCM is transmitted over a white Gaussian noise channel it is generally assumed

that the signal-to-noise ratio per pulse is at least 10 db. Bedrosian 1 has shown that with

the same energy per pulse group it is possible to reduce the output noise power approx-

imately 8 db by using weighted PCM. He indicates an approximate formula for the pulse

energies which, however, does not give good results when the signal-to-noise ratio per

pulse falls below 10 db.

For such small signal-to-noise ratios a graphical solution can be obtained which will

be derived here. We make the following assumptions: (i) the quantization steps are uni-

form and equal to unity, and (ii) the probability distribution of the input levels is flat.

Under these assumptions, the output noise power N is
e
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N
e

n

= _ Pi" 4i-1'

i=l

where

_ . e-a /Z
Pi = Z4-2_

O

• d<,: %,%/-N-7o)'

n is the number of pulses per code group, and ZEi/N °

the i th pulse, z

is the signal-to-noise ratio for

Y

5

0

-I0

1 1
Fig. XVH-1. Family of curvesy=--_ S-_InS + (i-l) • in 4.

We want to minimize N under the constraint
e

_ ZEi 2 •N -n- N -n.S

i= 1 o o

Defining the quantities

Si _= ZEiN sgZE, - _--
0 0
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Fig. XVII-2. Comparison between unweighted and weighted PCM systems.
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PCM systems.
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1 

Fig. XVII-4. Effect of using weighted PCM on the test picture. 
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and introducing the Lagrange multiplier k, we arrive at the following function which is

to be minimized:

n

¢(S 1..... Sn, k) = _ 1
i=1

n

e-°2J2 4i-l Sii=1

Setting the partial derivatives equal to zero, we have

-si/z i .4 i-l+x 0.8¢ - 1/__. e .-- =

1

Simplifying and taking the logarithm on both sides, we get

I .Si I k'-'_ -_. inSi+ (i-i) • in4 = i=l ..... n

Here, k' = In (Z_-_k).

The equations

1 1
y = --_ - S -_ • In S + (i-l) • In 4 i=l ..... n

represent a family of congruent curves separated from each other by a vertical distance

of In 4. (cf. Fig. XVII-1). Now the problem is to find a parallel to the S axis which

intersects the n curves in such a way that the abscissas S i of the intersections add up to

n • S. Once the curves are plotted this is not very difficult. From the S i the corre-

sponding error probabilities Pi can be determined by using a table or a plot. 3

By using this method, results were obtained for a 6-bit PCM system (Fig. XVII-2).

The last column represents the reduction of the error noise power in decibels•

Figure XVII-3 shows the same results in graphical form.

These results were obtained in the context of an investigation of how the quality of

television pictures could be improved when they are transmitted over a very noisy PCM

channel. Both the unweighted and the weighted PCM system were simulated on

the IBM 7094 computer, and the improvement of the picture quality is remark-

able (cf. Fig. XVII-4).

We shall investigate the problem of whether a different weighting function will yield

still better pictures. It is seen that the graphical method discussed here can be extended

to any weighting function: the curves preserve their shape, but the vertical distance

between them will be changed according to the weighting function.

H. P. Hartmann
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2. CONSIDERATIONS ON THE GENERATION AND PROCESSING OF HOI_X)GRAMS

BY DIGITAL COMPUTERS

a. Introduction

Holography and other coherent optical processing schemes 1 have aroused consider-

able interest among those working in the field of television bandwidth compression and

image processing. These new techniques have made possible relatively simple ways of

obtaining the Fourier transforms of two-dimensional functions and operating on them in

the frequency domain.

Holography provides an alternative description of pictures, which might be more

amenable to bandwidth compression. To investigate this possibility, it is desirable to

measure various statistics of the hologram, and to try various operations on it to see

what their effects would be on the reconstructed pictures.

The types of processing that one can do by using coherent optics are rather

limited. If one can get the hologram into a digital computer, however, or gen-

erate the hologram in the computer in the first place, then the number of possible

operations one can do on the hologram is almost unlimited. The reconstruction

of the picture from the processed hologram can be done either on the computer

or by coherent optics {after having first obtained a transparency of the hologram

from the computer}.

The advantages in using a digital computer for the generation and processing of holo-

grams are the following.

(i) The computer is flexible. It can be used to do various linear and nonlinear opera-

tions such as amplitude generalization which are either not easily done or impossible to

do by coherent optics.

(ii} The problem of dirt and fingerprints on lenses is a very real one in an optical

processing system. These produce rather prominent spurious patterns on the hologram

which are irrelevant for the reproduction of the picture, and will distort the statistics

of the hologram. This problem is completely eliminated by using computers.

(iii} The imperfection of lenses and the nonlinearities of films introduce limitations

in an optical system. They can be avoided by using computers.

In this report we discuss the problems involved in the generation and processing

of holograms on digital computers and, in particular, the limitations of such an

approach.
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b. Generationof Holograms

Theory of Fourier Transform Holograms

There are various types of holograms. We plan, as a first step, to consider the

Fourier-transform holograms of two-dimensional images. Let the amplitude transmis-

sion of the original two-dimensional image ion a transparency) be fix, y), where x and y

are the spatial coordinates, and let F(u, v) be the Fourier transform of f(x, y), where u

and v are the spatial {angular) frequencies. Then the amplitude transmission of the

hologram transparency {except for some scale factors) is

H(u,v) = I F{u,v)+AeJaulZ

= I F{u,v) 12 + A 2 + AF{u,v) e -jau + AF*{u,v) e jau

= IF(u,v) lz + A z + 2AIF(u,v) I cos (au-_(u,v)), (I)

where ¢(u,v) is the phase angle of F(u,v), and A and a are real constants, and

denotes complex conjugation.

In reconstruction, the inverse Fourier transform of H(u, v) is obtained:

h(x,y) = Rf(x, y) + AZ6(x, y)

+ Af(x-a, y)

+ Af(-x-a,-y), (2)

where Rf(x, y) is the autocorrelation function of f(x,y), and 6(x,y) is the unit impulse
L L

function. Let the size of f(x,y) be LX L (that is, assume f(x,y) = 0, for --_--< x --<-_
L L

and--_ _<y --<-_). Then the size of Rf(x,y) is ZL X ZL. Therefore, if we choose

3
a >_-L, (3)

the desired reconstruction (the third term of Eq. 3) will be shifted far enough away from

Rf(x, y) so that there is no overlap between the two {Fig. XVII-5).

In practice, we have to truncate H(u,v) in reconstruction, and thereby introduce

overlap between the first and third terms of Eq. 2. Assume that, instead of H(u,v), a

truncated hologram _(u, v) = H(u, v) Q{u, v) is used, where

f W W W W

1, for--_ _< u _<-_ and--_ _<v _< _-
Q(u, v) = (4)

0, elsewhere

Then the reconstruction is
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h(x, y) = h(x, y) _) q{x, y)

= Rf{x, y) _ q{x, y) + A2q(x, y}

+ Af(x-a, y} _ q(x, y} + Af(-x-a, y) _ q(x, y), (5)

where _ denotes convolution, and q(x,y) is the inverse Fourier transform of Q(u,v).

wz (sm_wu / in
q{x,y) =.--_ \ Wu /\ Wv /" (6)

In addition to introducing overlap between the terms of Eq. 5, the truncation also distorts

the desired third term. To make the distortion negligible, we want

2w
w >>-_. (7)

To ensure that the desired third term is not obscured by the first term, we can either

use a large value for a to reduce the amount of overlapping or a large value for A to

make

Af(x-a, y) >>Rf(x, y) (8}

in the overlapping region.

The hologram of Eq. 1 can be made by using coherent optics. It can also be made by

using a digital computer" A picture f(x, y) is first recorded on magnetic tape by the CIPG
2

digital scanner. This tape is read into the computer which generates the function H(u,v)

and writes it on an output tape. The CIPG digital scanner plays back this output tape and

Af(-x -a,-y)

L

--Af(x-a, y)

-L k Rf (x,y)

_- x

Fig. XVII-5. Reconstruction from hologram. The functions are
nonzero only in their respective shaded regions.
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displays the hologram on a cathode-ray tube, from which a photograph (transparency)

can be taken. The reconstruction can again be done either by using coherent optics or

the computer.

Resolution Requirements

To generate a hologram on the digital computer, the original image must be sampled.

Assume that the original image can be adequately represented by N X N (complex)
3

samples. From Fig. XVII-5, it is clear that if we choose a = _ L, then the hologram

can be adequately represented by 4N × N samples. Notice that no matter how big a value

we use for a, the number of samples required in the vertical direction of the hologram

is always N.

Two-Dimensional Fourier Transform

To generate a hologram according to Eq. 1, one has first to calculate the two-

dimensional Fourier transform F(u, v) of f(x, y). To do this on a digital computer using

a straightforward method requires an amount of time proportional to M 2, where M = N ×N

is the number of samples in the input. For large M, this time could be considerable.

Recently, however, Cooley and Tukey 3 have developed an efficient algorithm for cal-

culating Fourier transforms which only requires an amount of time proportional to

M log 2 M. For large M, the saving in time is great.

Different "Biasing" Schemes

The hologram of Eq. 1 is a way of representing the complex Fourier transform of

some function in a positive real form so that it can be realized on a photographic trans-

parency. The term of interest in Eq. 1 is

K(u, v) = 2A I F(u, v) I cos (au-¢(u, v)) (9)

which is real but can be negative. The other two terms I F(u, v) 12 + A 2 can be thought of

as a bias which is added to K(u, v) to make the total sum always positive. This particular

biasing scheme happens to be easily realizable by using coherent optics.

If a digital computer is used to generate the hologram, then other biasing schemes

are feasible. For example, one can use 2AI F(u,v) I as a bias to get

Hl(U,V) : ZAIF(u,v) I + 2AIF(u,v) I cos (au-¢(u,v))

with inverse Fourier transform

h 1 (x, y) = 2Ag(x, y) + Af(x-a, y) + Af(-x-a, -y),

where g(x, y) is the inverse Fourier transform of I F(u, v) I •

(10)

(11)
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J J J J then to avoid over-If g(x, y) is essentially zero outside - _< x _< _ and - -_ --<y _< y,

lapping of the terms in Eq. 11, we have to choose

a >_ J (12)

instead of the inequality (3). Notice that the dynamic range required of the film which

records the hologram is the same for H(u, v) and H I (u, v).

Windows

As we have mentioned, in practice the hologram has to be truncated in reconstruc-

tion. A square "window" Q(u,v) was used to truncate H(u,v), which resulted in a recon-

structed desired image f(x,y) _ q(x, y). Since q(x, y) has large positive and negative

side lobes, ringing will occur at the edges in the picture f(x, y). To avoid ringing, we

can use a different window Q1 (u, v) whose inverse transform ql (x, y) has small side lobes.

One such window is the so-called "harming" window4:

l+cos_-_)(l+cos--_ -}, for lul _<W2

Q1 (u'v) = and Ivl .<W (13)Z

l 0, elsewhere

For this window, the side lobes of ql(x, y) are smaller than 1 per cent of ql(0, 0).

Hologram of Complex Pictures

To make a hologram using coherent optics, one starts with a picture f(x, y) which is

real and positive (at least one does not care about its phase). On a digital computer, one

can easily compose a complex picture

f(x, y) = fl(x' y) + jf2(x,y), (14)

where fl and f2 are two positive-real pictures, and then generate a hologram of f(x, y).

The reconstruction of fl and fz from such a hologram is clearly feasible by using the

computer, although optical reconstruction seems difficult.

Our discussions are valid whether f(x, y) is complex or real. In particular, if each

of fl and f2 consists of N × N samples, and if we use a = _L, then the hologram of f

requires 4N × N samples.

Limitations of the Digital Computer Approach

There are three limitations: (a) the speed of the computer; (b) the memory capacity

of the computer; and (c) the resolution of the digital scanner raster.

The CIPG digital scanner has a resolution of approximately 512 × 512 points.
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Therefore, it is capable of displaying the hologram of a picture with 128 X 128 samples.

The state of the art is such that a 3000 X 3000 point digital scanner seems feasible.

Using such a scanner, one can display holograms of 750 × 750 sample pictures, which

are better than broadcasting television pictures in resolution.

To calculate the Fourier transform of a 64 X 64 point picture, using the Cooley-Tukey

algorithm, takes approximately 0.1 minute 3 on the IBM 7094 computer, which has a

cycle time of 2 _sec. To do this for a picture with resolution comparable to that of

broadcasting television pictures (500 X 500 points), would take approximately 10 minutes,

which is long but still tolerable.

Each point of the Fourier transform depends on all the input samples. Therefore, it

is almost mandatory to store the entire input picture in the computer memory. The size

of the computer memory, then, limits the size of the input pictures that one can handle.

For the IBM 7094 computer, which has a memory of 215 words, one can handle input

pictures of up to 64 x 64 points.

None of the limitations mentioned here are fundamental. They will be removed with

the progress of computer technology.

c. Discussion

The hologram can be considered as an alternative description of the picture and

hence most of the picture-processing schemes that have been proposed for the picture

can be tried on the hologram. Also with the use of computer, the requirement that

the description be positive and real so that it can be recorded on film is no longer

valid. Therefore, instead of the hologram, one can study the two-dimensional Fourier

transform itself.

Specifically, sampling and quantization are two operations that are inherent in any

processing on the digital computer. It will be interesting to observe the subjective

effects of coarse quantization of the hologram and the Fourier transform.

We can study the amplitude probability distributions, as well as the adjacent sample

difference distributions of the hologram and the Fourier transform. These will indicate

whether the hologram is more amenable to some of the statistical encoding schemes than

the picture itself.

It will be interesting to study the effect on the reconstructed picture of additive

Gaussian noise, as well as digital noise added to the hologram or the Fourier transform.

Another problem is to study the effect of slope-limiting coding schemes such aS delta

modulation.

Our future plan is to carry out some of the computer processing suggested in this

report and to consider the generation and processing of holograms of three-dimensional

objects and of holograms other than the Fourier-transform type.

T. S. Huang, B. Prasada
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Typical waveforms from neurons in the "oral  pole" of the 
anteroventral cochlear nucleus. Although it is not shown 
here, relative amplitudes of the positive and negative 
components var ies  from unit to unit, presumably because 
of the electrode position relative to the cell body. Occa- 
sionally the positive component is quite small; however, 
it h a s  not been difficult to detect i ts  presence. 
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Fig. XVIII-2. 
Superposed t races  of se r ies  of 3 or 4 spikes. 
The numbers on each t race ,  in each set ,  
indicate their temporal order. The t imes be- 
tween spikes a r e  not given (cf. Fig. XVIII-6). 
Each t r ace  is synchronized to  the positive 
component. The negative wave is composed 
of two components, the second of which occa- 
sionally f a i l s  to develop. Generally, a s  
the t ime between spikes decreases ,  the delay 
of the second negative component a s  well as 
its probability of failure increases  (cf. Fig. 
XVIII-6). These waveforms a r e  in response 
to stimulation by continuous tone. The wave- 
forms for spontaneous discharges a r e  simi- 
lar, but the probabilities of failure of the 
second negative component a r e  much less. 
The failure of the second spike does not 
occur for all units; this failure may be a 
result  of pressure  applied to the cell body 
on account of the electrode's presence. 

208 



1 

I 0 0 , V ]  

lO0,VJ 

_I - -- 

ioo,vJ 

IO0,VJ 

200,vj 

0 3 5  10 
MSEC 

Fig. XVIII-3. 
"Injury" sequences of spike discharge as  
the  electrode is advanced (top to  bottom). 
Each t r ace  is synchronized to  the posi- 
tive component. Only the negative wave 
undergoes "injury. The positive wave is 
still present after the negative wave can 
no longer be developed. 

to determine the functions of individual 
neurons. Two main features are: the 
relative homogeneity of this region with 
respect to anatomical description of the 
cells located there; and the fact that each 
of these cells receives single termina- 
tions from only a few - perhaps one to 
four - auditory nerve fibers. 1 

This report is limited to a brief 
description and interpretation of the 
extracellular wave shape recorded from 
neurons in this region. 
neuron recordings were obtained by using 
metal-filled microelectrodes. We  have 
found, however, that the wave shapes 
considered here  can also be recorded 
extracellularly by using large fluid-filled 
(Ringer Is solution) microelectrodes. 

These single- 

Figure XVIII-1 shows four spike 
potentials recorded from this region. 
The salient feature of these potentials - 
and that which makes them unique for 
cells in the cochlear nucleus - is the 

positive component preceding the more 
commonly encountered, extracellularly 
recorded negative component. That this 
waveform is actually composed of three 
separate components can be concluded 
from the data shown in Figs. XVIII-2 

through XVIII-4. While the majority of 
recordings exhibit waveforms as shown 
in Fig. XVIII- 1, often conditions are such 
that the negative wave separates  into two 
components (Fig. XVIII-2). Also, when 
neurons in  this region a r e  subjected to 
injury, by advancement of an elec- 
trode, only the negative component is 
affected; the positive component is not 

(Fig. XVIII-3). Finally, in r a r e  cases ,  
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when these neurons discharge with pairs of spikes, the second spike does not have a pos-

itive component {Fig. XVIII-4).

We shall call the positive, the first negative, and the second negative components the

P, A, and B components, respectively. Thus, we see P, A, B {Figs. XVIII-1 and

Fig. XVIII-4.

Tracings of waveforms of paired discharges.
These pairs are infrequently encountered and
relate, perhaps, to a pathology that will be
handled elsewhere. Nevertheless, each of the

second discharges in the pair does not have a
positive component.

XVIII-2); P0 A (Fig. XVIII-Z); P (Fig. XVHI-3); and A, B (Fig. XVIII-4)combinations

of components. Whether or not an A or a B component can occur in isolation has not

yet been determined from our data.

Our present interpretation of the various components may be outlined as follows:

a. The P component is interpreted as a presynaptic event, detectable by the elec-

trodes because of the large size of the synaptic endings; furthermore, the P components

signify individual incoming spikes of all of the auditory-nerve fibers terminating on the

neuron under study.

This interpretation is based, in part, on the following factors.

(i) The fact that the P component is not affected when the neuron undergoes "injury."

(ii) The delay (0.4-0. 6 msec) between the P and the A component, which is rea-

sonable for a synaptic delay between incoming spike and initiation of cell discharge.

(iii) The similarity between these positive potentials and those observed extracellu-

larly from large synaptic endings in other preparations. 2' 3,4a

(iv) The consistency with the interpretation that the A and B components are

postsynaptic- one that can be arrived at independently of this interpretation of the

P spike.

(v) The fact that we have also recorded this type of waveform in the nucleus of the
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Fig. XVIII-5. Micrograph of electrode track leading to the nucleus of the trapezoid 
body. The neurons in this region have endings s imilar  to those of neu- 
rons in the AVCN. Insert is a photograph of multiple tracings of wave- 
forms recorded from the cell whose location was at the si te of the 
lesion. The P component is obvious. LSO, lateral  superior olivary 
nucleus; MSO, medial superior olivary nucleus; NTB, nucleus of the 
trapezoid body. Transverse section of left superior olivary complex. 
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trapezoid body in which there are neurons with similar large synaptic

(Fig. XVIII-5).

b. The A and B components are interpreted as being postsynaptic events.

This interpretation is based, in part, on the following observations.

endings

F v

UNIT PII7- 5
SPIKE SEQUENCES

200 I-

,ool- - / _'

12 13 14

/'

"1_ ','

68 69 70 71

200r- _ A

+
H I d K

I i i i i i i i I i i
0 5 I0

m sec

Fig. XVIII-6. Sequences of spikes illustrating the change in delay between the P and

B (or A and B) components and the failure of the B component (cf. Fig.
2

XVIII-2). These phenomena have been seen elsewhere (Fuortes et al.,

Li6). Perhaps the last spike shown consists only of a P component,

which would indicate that the A component also failed to develop.

(i) The injury sequences demonstrated in Fig. XVIII-3 which are associated with

injury of cell bodies.

(ii) The remarkable similarity to extracellular wave shapes recorded elsewhere,

which exhibit this same A, B relation, and have been demonstrated to be postsynaptic

events.4b, 5

(iii) The similarity between the failure of the B component, in cases of spikes

occurring close to each other in time, for these cochlear nucleus neurons (Figs. XVIII-2
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and XVHI-6) and the postsynaptic component failure observed in cortical 6 and
7

motoneurons.

(iv) The consistency with the interpretation that the P component is presynaptic.

The interpretation of the origin of the A and B components can be identical to that

of Terzuolo and Araki (as well as others) for cases of spinal motoneurons. There

appears to be no conflict with their interpretation- that the A component is the discharge

of the initial segment {IS) of the cell structure and that the B component is the discharge

of the soma-dendrite {SD) complex. It is possible, however, that the A component is not

an IS discharge but rather an excitatory postsynaptic potential {EPSP).

Our present explanation of the polarities of the various components as monitored by

extracellular electrodes is essentially that of Takeuchi and Takeuchi 2 for the P compo-

nent, and of Terzuolo and Araki 5 for the A and B components. Further details of these

waveforms, as well as other properties of these neurons, will be considered elsewhere.

R. R. Pfeiffer, W. B. Warr

[Dr. W. B. Warr is a Research Associate in Otolaryngology at the Massachusetts Eye
and Ear Infirmary, Boston, Massachusetts.]
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B. THE FLUCTUATION OF EXCITABILITY OF A NODE OF RANVIER

1. Introduction

Fluctuations of the excitability of a node of Ranvier from a peripheral nerve fiber
1 2

were first reported by Blair and Erlanger, studied by Pecher, and more recently by

Verveen 3, 4 and Derksen. 5 Following is a brief account of some experiments dealing
6

with this phenomenon which we have recently performed.
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The workers cited above observed that a node of Ranvier, when excited by identical 
rectangular depolarizing current pulses (of duration T and intensity i) exhibits fluctua- 
tions of two types: 

(i) In the vicinity of the threshold, a response is obtained in only a fraction of the 
tr ials.  

(ii) The latency of the response fluctuates from t r ia l  to  trial. 

Fig. XVIII-7. 

-1 
Samples of repetitive trials. A fiber is stimulated 
at a ra te  of 0.5 s e c  with identical current stimuli 
of near-threshold intensity. Each record s t a r t s  
with the onset of the stimulus, which is repre-  
sented by a heavy bar. The observed delay of the 
response consists of two terms:  first ,  a delay pro- 
duced by the "excitation process" at the locus of 
stimulation, second, a delay caused by the finite 
conduction velocity of the fiber (in this case over a 
distance of 7 cm). The second delay can be consi- 
dered as a constant for our purpose. In the sequel, 
"latency" is to  be equated with the first  delay. 

7 5Op" 

U 
I msec 

STIMULUS 

These two types of fluctuation are illustrated by the data presented in Fig. XVIII-7. 
appears that for ra tes  of stimulation lower than 0. 5 s e c  
as a set of Bernoulli t r ia l s ,  that is, the responses to  successive t r ia l s  appear t o  be 
mutually independent and to occur with a fixed probability. 

It 
-1 , the firings can be described 

Excised sciatic-peroneal nerve preparations from - Rana -- pipiens were used in 
these experiments. Action potentials were recorded from fibers in the phalan- 
geal branches of the nerve by means of g ross  electrodes. The signal-to-noise 
ratio of the recorded signals and the amplitude of the artifact were such that 
the latency could be measured with a standard e r r o r  of 20 psec by means of 
a level-crossing device. The preparation was stimulated proximally with t r i -  
polar tungsten or silver silver-chloride electrodes. 
sive t r ia l s ,  the stimuli could be maintained constant within 0. 1% of a prescribed 
value, both in intensity and in duration. The temperature of the preparation w a s  
between 18°C and 22°C and w a s  kept within 0. 1°C of a fixed value during the 
course of an experiment, The responses of 63 single f ibers  were obtained. 

Throughout a sequence of succes- 
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2. Intensity Function

For a given stimulus duration T, it has been found that a Gaussian distribution, with

mean i and standard deviation _r, could be fitted to the experimental curve relating the
T 1

average number of firings to the intensity i of the stimuIus 2' 3 (the intensity function).

The threshold is defined as i .
T

,.J
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Z

Z
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0.80 --

0.60 --

0.40

Fig. XVIII- 8.
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Intensity Function, plotted on a normal scale for two
durations of the stimulus. The corresponding thresh-
old is normalized to 1.0 in both cases.

Figure X'VIII-8 shows a measurement of the intensity function obtained in the present

study. The vertical scale is such as to map a Gaussian distribution into a straight line

whose slope is inversely related to the standard deviation. The figure presents data

obtained for T = 100 _sec and T = 1000 _sec. Each point corresponds to the relative fre-

quency of response to 100 successive, identical stimuli presented at the rate of

0.5 sec -1 For both values of % il00 and il000 have been normalized to 1.0 and i cor-

respondingly transformed. These data support the hypothesis that the intensity function

can be described as a Gaussian distribution function. The superposition of the experi-

mental points for both values of T illustrates the invariance of the quantity (0"_JiT),_ called

"Relative Spread" (RS). This is in agreement with Verveen, 3 who has reported such

invariances over the 200-2000 _sec range of % but at variance with the results of

DeBecker 7 (for v = Z00 and 4000 _sec) which were obtained, however, on a different

preparation.

QPR No. 81 215



(XVIII. COMMUNICATIONS BIOPHYSICS)

3. Latency Distribution

The necessity of using low rates of stimulation, coupled with the limited time over

which a preparation yields reproducible observations (typically a few hours), has

restricted the number of samples from which the distribution of the latency could be esti-

mated. For this reason, only the mean and standard deviations were considered quan-

titatively.

Qualitatively, as the intensity of the stimulus is increased, the mean, M, and the

standard deviation, S, of the distribution of latency decrease, while the distribution

changes from highly unsymmetrical, with a positive third central moment, to more

symmetrical.

m
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/
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/
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Fig. XVIII- 9.

Standard deviation of the latency, S, as
a function of the mean, M, of the la-

tency in log-log coordinates.

Quantitatively, one observes an interesting relation between S and M, illustrated

in Fig. XVIII-9. S appears to be linearly related to M 2 over a range of stimulus inten-

sity of 0.5_ < i < Zi . Unfortunately, the type of preparation that was used is not suited
T T

to the estimation of latency distributions outside of the above-mentioned range of

intensity.

A similar dependence of S on M has recently been reported by Verveen. A Monte-

Carlo simulation 4' 8 of a mathematical model of the fluctuation of excitability has also

produced a similar functional relationship between S and M for the range of i given

above. [The reader is referred to the original paper of Ten Hoopen and his co-workers 8

and to the author's thesis 6 for a description of that model.] Data such as those presented
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in Fig. XVIII-9 were compared with the results of the simulation. From this compari-

son, an estimate of the upper cutoff frequency of the power spectrum of the "membrane
6

noise n was obtained.

4. Remarks

Slow fluctuations (e. g., with time courses of 1 minute or more} in the measured val-

ues of both the threshold and the RS of a node of Ranvier were frequently observed in this

investigation. It has not yet been possible to ascertain whether or not these fluctuations

were intrinsic properties of the membrane. In spite of the care in the control of those

factors of known influence on the stability of the preparation, experimental artifacts are

not ruled out as a source of such slow fluctuations. For this reason, two of our experi-

mental techniques are currently being re-examined. Liquid-stimulating electrodes are

being investigated in order to eliminate possible changes in the coupling between the epi-

neurium and the metal electrodes imbedded in mineral oil. The possible effect of

coupling between a given fiber whose responses are observed and its neighbors at the

locus of stimulation will be examined soon. An optically coupled stimulator has been

designed in order to be able to both stimulate and record on a phalangeal branch with a

negligible artifact. It will thus be possible to monitor the responses of all excited fibers

of a branch, and investigate the effect of interfiber coupling.

If it can be shown that such slow fluctuations are properties of the membrane, the

current form of mathematical models for the excitability of a node in terms of a station-

ary random process may have to be revised.

D. J-M. Poussart
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C. BIOELECTRIC POTENTIALS IN AN INHOMOGENEOUS VOLUME CONDUCTOR

Electric potentials of cardiac origin can readily be recorded at the surface of the

body. A fundamental problem in electrocardiography is to relate these potential differ-

ences to their sources in the heart muscle. In this report an attempt is made to provide

a formal analysis of this problem. While the emphasis is on the electrocardiographic

problem, the basic problem is one of the distribution of action currents in an inhomo-

geneous volume conductor, and the results should be applicable to potentials arising from

nerve, as well as from muscle.

The solution to the problem depends, of course, on the electrical properties of body

tissues. These properties have been studied quite extensively 1' 2 and several important

conclusions can be drawn. First, electromagnetic wave effects can be neglected 3 and

the problem is thus a quasi-static one. Hence if E is the electric field intensity at a

point in the body, and V is the electric scalar potential, at each instant

E = -_V. (i)

A second conclusion is that for the current densities present as a result of action

potentials, body tissues are linear, 1 and the current density, J, is linearly related to

the field E. Furthermore, the capacitive component of tissue impedance is negligible

at frequencies of interest to electrocardiography ?` (below 1 kHz), and there is also evi-
4

dence that pulses with rise times of approximately I _sec suffer negligible distortion.

If tissue conductivity is designated g, then

Y = gE (2)

for regions where there are no bioelectric sources.

In Eq. Z it is assumed that tissues are isotropic, at least if g is to be a scalar quan-

tity. Evidence on this point is incomplete. Clearly, individual muscle fibres are not

isotropic, but apparently to a good approximation, for the present purposes, a region
1

of tissue is effectively isotropic because of randomness in the orientation of cells, and

can be assigned a bulk conductivity that is isotropic.

As a consequence of these properties of body tissues, the currents at any instant

depend only on the values of the sources at that instant. Formally, we can represent

the sources by a distribution of impressed current densities, _i. Later we shall attempt

to relate _i to electrical activity associated with the plasma membranes of the active

cells. Equation ? can be modified to include active regions as follows:

Y= gE+ _i. (3)

If the accumulation of charge in any region is to be zero, we have the additional

relation
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v- J = 0 (4)

which can be combined with Eqs. 1 and 3 to give

v. gVV = v. yi. (s}

Conductivities of the various tissue masses in the thorax are quite similar. Major

exceptions are blood, which has a much higher conductivity than the average, and lung,

whose conductivity may vary considerably over the respiratory cycle. It is reasonable,

then, to divide the body into homogeneous regions, in each of which the conductivity is

constant.

Let the surface Sj separate regions of conductivity g' and g", and let dSj be a differ-

ential element of the area of this surface. Adopt the convention that dS i is directed from

the primed region to the double primed one. Since the current must be continuous across

each boundary,

g'_v TM • dSj = g"_W" • dS%. (6)

Furthermore, the potential is also continuous at each boundary. Hence

V'lSj) = V"lSj). 17)

Our problem, then, is to determine V from a knowledge of _1 using Eqs. 5, 6, and

7. More particularly in electrocardiography, our problem is to determine _1, given V

on the body surface. Similarly, in studying action potentials from nerve or cardiac

muscle with microelectrodes, the problem is often to determine ji from a knowledge of

the potential difference between the microelectrode and a reference electrode. This

"inverse" problem will be discussed further.

Let dv be an element of volume of a homogeneous region, and _ and _ be two func-
5

tions that are well behaved in each region. Green's theorem then states that

jS. vv

Three cases are of interest and they will be discussed separately.

Case I

Let

_=V

#'(sj} = ¢"{sj}.

(9l

(lOa)

(10b)
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Then from Eqs. 5, 6, and 7,

(11)

where S O is the external surface of the body, and the summation j is over internal

surfaces of discontinuity. Our assumption is that Vg is zero in each region, that is,

each region is homogeneous. Hence the last term vanishes. The first term on the right

can be transformed as follows:

f v. (_i,)dv= f ¢_i. dg= f (_i.v,+,v. _i)dv.

If _1 vanishes on S, then

(12)

and Eq. ii becomes

go'

Ss_v_,_So+Z.Ss ,r-_,w,_s_=S_'_*_v ,_,
o J j

..b

Let P be a fictitious volume distribution of sources in a homogeneous conductor,

chosen so that V on S remains the same. Then
o

fS g°VV¢" dS° = f _" V%b dv. (14)
0

Now consider that the conductivity at the body surface is constant and let its value be

go" From Eqs. 13 and 14,

_o_sw_So S_ _ _vS_-_'__v-_Ss,r-_._w__, ,_
o J j

Equation 15 is the basic result of Case I. It is valid for each choice of _ satisfying

Eqs. 10a and 10b. Note that to evaluate the integral on the left, only a knowledge of the

surface potential distribution is required. The fictitious, or equivalent, source distri-

bution, P, is not uniquely determined. Indeed there is an infinite number of choices of

that will satisfy Eq. 14. The multipole expansion 6 provides a canonical description of

P. In this representation P consists of singularities at a single point.

The various terms of the multipole expansion can be obtained by letting

(n-m)!

rnpm (cos O) eim_b, (16)%bnm = (2-6°)(n+m) _

where (r, 0, 4) are the coordinates of a point in space relative to the origin at the location
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of the multipoles, pm is an associated Legendre polynomial, and 6° is the Kronecker
n m

delta which is unity for m = 0 and zero for other values of m. Both n and m are non-

negative integers, and m is less than or equal to n. Note that _bnm satisfies Eqs. 10a

and 10b.

In particular, the multipole components arm and bnm are given by

am + ibnm = f _ .V%bnm dr. (17)

Therefore

an m + ibnm = f goVV,11m, d_o= f _1. V,nm dv- _. fs (g'-g")W*nIn" _"
3 i

(18)

Thus the multipole components can be evaluated from a knowledge of the surface

potential distribution and can be related to the actual source distribution, if known.

The monopole term aoo vanishes. When n is 1, we have the dipole term for which

_10 = r cos e = z

_II = r sin 0 eTM = x + iy.

If the dipole moment, -_, is defined as

then

p = iall + Jbll + kalo, (19)

I I Z
3 i

(g'-g")VdSj = f _dv. (20)

The five components of the quadrupole are obtained by letting n = 2, and can be evalu-

ated in similar fashion. Note that it is impossible to distinguish two equivalent distri-

butions whose multipole expansions are identical.

Case H

Let us retain Eqs. 9 and 10b, but change Eq. 10a so that

r" (21)

where r is the distance from an arbitrary point to the element of volume or area. The

derivation then proceeds in a very similar manner except that in Eq. 11 we must retain

the term involving V2_. Thus

j J / o
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The first term on the right can be transformed by using Eq. 12.

be evaluated to give

f _v_(_)_v---_,_.
V

The second term can

(23)

where g and V are evaluated at r = 0, that is, the arbitrary point. Therefore

v J j o

This equation is the basis of an iterative technique 7 for the solution of Eq. 5, subject to

the boundary conditions (6) and (7). If each side of the equation is divided by 4_g, then

the first term on the right can be interpreted as the potential that would exist at a point

in an unbounded homogeneous conductor of conductivity g resulting from a current

source distribution ji. The next two terms can be similarly interpreted in terms of

double layers at the discontinuities.

Case III

Return to Eq. 8 and let

g@ = V

,=!.
r

(25)

Then, with the use of Eqs. 5 and 7,

J i o
= Z fv Ir-_V'_i-vv2(1)l dv. (26)

The two terms of the right-hand integral can be transformed by using Eqs. 12 and 23.

The terms on the left of the equality sign can be rearranged as follows. From Eq. 6,

g'E' = _"E n (27)
n _ n"

Here the subscript n indicates the normal component, that is, in the direction of dS i.

Define

E j - l(En+En) = 1 E n(l+g'/g.). (28)

Then

g" -- g!E' - E" = E'(1-g'/g") = 2E (29)
n n J g. + g,

and Eq. 26 becomes
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or

fS 2Ej g" _ g' [ 2Ej-_ r g"+g' dSj+,s r
J j o

g J j j

-- dSo=- g

2cEj

2cEj gO _ g, dSj + fS dS°"
4zcr g, + g, 4zcr

O

(30)

Equation 30 can be interpreted in a manner analogous to that used for Eq. 24. The

first term on the right again gives the potential that would exist at an arbitrary point in

an unbounded medium of conductivity g resulting from current sources _i. The second

and last terms represent the potential in an unbounded medium of permittivity e arising

from a surface charge distribution, wj, given by

gW _ g. (31)
toj = 2cEj g' _ g.

Note that the last term is a special case in which g" = 0, and the potential is independent

of the value chosen for co

E. can be looked upon as the normal component of the electric field that would exist
3

at the point in question if the surface charge, _j, at the point were not present. This

interpretation follows from the fact that if E ° is the normal component of the field

attributable to all other sources, then

E' = E - 8E
n o

E"n = Eo + BE,

where

in order to satisfy the boundary condition

E"n - E'n = a_j/c..
(32)

Note that Eq. 32 is consistent with Eqs. 29.and 31.

Equation 30 can also be used as the basis of an interative technique to solve the

boundary value problem. 8 The potential, and hence Ej, can be determined from the

first integral on the right by taking wj initially equal to zero. Next, _0j can be evaluated

from Eq. 31, and E. recalculated from Eq. 30. The process can be repeated until the
3

values of _0j stabilize.
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Relation to Membrane Activity

Thus far, the myocardium has been represented by a distribution of current sources,

_i, in a uniform conductor. It is of interest to relate _i to electrical activity associated

with cell membranes. We shall assume that the interior of each cell is a passive con-

ductor of conductivity gi" while the intracellular fluid is a passive conductor of conduc-

tivity ge" The membranes are sites of complex electrical activity; they will be excluded

when applying Green's theorem.

Return to Case II. Equation 22 must now be modified to exclude membranes in the

myocardial region. Since all remaining regions are passive, the term involving ji dis-

appears. Conversely on the left-hand side of Eq. 22 new terms appear involving inte-

grations over the internal surface, Smi , and external surfaces, Sine , of each plasma

membrane. The net result in Eq. 25 is thus to replace the volume integral involving ji

with surface integrals over membranes as follows:

me

ge [r_VVe-VeV(r_) ] " dSme,

(33)

where r i and r e are distances from an arbitrary point outside the heart region to the

elements dSmi and dSme, respectively, and V i and V e are the corresponding potentials.

Following Plonsey 9 we shall assume that the transverse membrane current, Jm'

taken positive ol_tward, is

-Jm = gi(VVi)n = ge(VVe)n" (34)

Furthermore, if the membrane thickness, m, is small compared with r, then

~ (.) 1) d_ • my(1)dSmi dSme dSm r. mr r. _ •

e 1 e 1
(35)

To the same order of approximation,

V(r_.)" d_mi = V(r-_)" d_m = _1) • d_ m.

Hence

f _i'v(1) dV=fs [Jmm-giVi+geVJ_l) • dS m
m

(36)

= f (Jmm-giVi+gVe) d_2, (37)

where d_ is the solid angle subtended by dS m. Plonsey has pointed out that generally

ge IVe-Vil >>mJm" (38)

@

For example, let ge = gi = 10-3 mho/cm, {Vi-Ve{ = 10 mv, and m = 1000 A. Then
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ge(Vi-Ve)/m is approximately 1000 ma/cm 2, which is much larger than observed

values of Jm" With this approximation, then, for ge = gi"

_i dv = (geVe-giVi)dSm , (39)

and each element of membrane area acts as a current dipole source whose moment is

related to the transmembrane potential.

Note that when the cell is in its resting state V e and V i are constant over Sm. In

this circumstance, the integral in Eq. 37 taken over the entire cell boundary becomes

d_ = 0. (40)(geVe-giVi)

Thus a uniform potential along both sides of the membrane produces no external fields.

Consequently, calculations involving Eqs. 24 and 37 can be done equivalently by con-

(V _ )sidering departures of e - g-_ Vi from its resting value. As a corollary, if a region

of membrane is uniformly depolarized, it is sometimes convenient to use Eq. 40 and

replace the active region by complementary regions that complete a closed surface and

have an opposite dipole moment.

When Eq. 37 is substituted in Eq. 24, the result is

4_gV= fs (Jmm-giVi+geVe) d.q- _ fs V(g'-g")V(1) dSj- fs gv_l) dS°" (41)
m J j o

The first integral is the source term, the second integral accounts for inhomogeneities

in the volume conductor, and the third integral accounts for the external boundary.

While the equation cannot be directly integrated to obtain solutions, since the last two

integrals require a knowledge of the potentials we are seeking, it does provide insight

into the nature of the solution. As indicated above, iterative techniques can be used to

obtain solutions with the aid of digital computers.

Equation 41 was obtained from Case II by excluding the membrane from the region of

integration. Case HI can be treated in an identical manner. The result is

4_rV= f [(ge 1) +(Ve_Vi) .dS +_ Jg'-g-ndSj+ dS O.gi r m r g_ + g_ -7"-
J j o

(42)

If gi = ge" then the first integral in Eq. 41 is just g times the first integral in Eq. 42,

In electrocardiography the major discontinuities are those at the inner and outer

surfaces of the heart, for example, at the interface with the intrac_vitary blood mass

and with the lungs. The changing impedance of the lungs during respiration is probably

responsible for the respiratory variations observed in the electrocardiogram.
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Note that the first integrals in Eqs. 41 and 42 involve the potential and its normal

derivative over a surface bounding a region containing no sources. These two functions

are not independent. In practice, only a portion of a cell membrane is actively depolar-

ized at any instant. Strictly speaking, the presence of transverse current, Jm' at

nonactive membrane sites must also be taken into account in evaluating the fields

everywhere in the present formulations. To a first approximation, only potentials and

currents at active membrane sites need be considered.

Equation 41 or 42 should also be applicable for determining the potential at an extra-

cellular microelectrode. In this case effects of inhomogeneities can be neglected to a

first approximation if they are sufficiently far removed from the recording electrodes

and the active areas.

Either equation, then, provides an implicit expression for the potentials throughout

an inhomogeneous volume conductor, given a knowledge of membrane potentials and

currents at all active sites at any instant of time. In practice, the transverse currents

at adjacent membrane sites will result in the spread of depolarization. A knowledge of

the voltage current relation at the membrane should enable one to calculate the spread

of excitation. This topic is beyond the scope of the present treatment.

D. B. Geselowitz
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MODELLING THE GROUP 2 GANGLION CELL OF THE FROG'S RETINA _

1. Introduction

Since Lettvin, Maturana, McCulloch, and Pitts I' 2 published their measurements of

signals in the optic fibers of the frog, considerable effort 3' 4 has been given to developing

models that could account for the properties they found. Such models are of importance

to engineers and neurophysiologists for two reasons. First, models provide clues on

which to base advanced and versatile engineering systems. Second, models provide a

basis of thought consistent with reported neurophysiological findings. Such a basis could

be useful to neurophysiologists in interrelating experimental results.

Lettvin, Maturana, and co-workers have distinguished four major groups of retinal

ganglion cell which report to the rectum. These have been designated as follows:

Group l, edge-detector; Group 2, bug-detector; Group 3, dimming-detector; and Group 4,

event-detector ganglion cells. Of these, relatively simple explanations can be given 5'
6

to the operations of the Group l, 3, and 4 ganglion cells. The Group 2, or bug-detector

ganglion cell, however, is a more intricate and the most exciting cen to model because

it is sensitive to small dark convex objects that move centripetally with respect to the

responsive retinal field (RRF) of this ce11. In essence, it is the most specialized pattern

recognition cell of the frog's retina. Gaze and Jacobson 7 suggest that the Group 2 oper-

ation may be due to the existence of an excitatory area surrounded by an inhibitory ring,

such that large objects will cause inhibition, whereas small objects will be detected by

the cell.

*This work was supported by the National Institutes of Health (Grants 5 RO1
NB-04985-03, 5 ROI NB-4897-03, and NB-06251-01}, the U.S. Air Force (Office of
Scientific Research} under Grant AF-AFOSR-880-65, U.S. Air Force (Research and
Technology Division} under Contract AF33(615}-1747, and by grants from The Teagle
Foundation, Inc. and Bell Telephone Laboratories, Inc.

_This report was prepared at the Instrumentation Laboratory under the auspices of

DSR Project 55-257, sponsored by the Bioscience Division of National Aeronautics
and Space Administration.
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Grusser and co-workers 8 reported that in their experiments no special construction of

the receptive field, with respect to inhibitory or excitatory areas, was found. Grusser 9

pointed out that patterns moved outside the RRF can have an inhibitory effect on the

response elicited by a small moving object inside the RRF, i. e., the inhibitory effect

of the supposed ring appears only if the object moves. Evidence 8 has been given sug-

gesting that these cells are directionally sensitive, although the argument is not

definitive.

We present an analytical model that is consistent with the findings of the afore-

mentioned authors. In structuring our model, we follow the anatomy of the Group Z

ganglion cell as understood by Lettvin and his co-workers. They identified 10 the

Group Z ganglion cell as multilevel E-shaped neuron from Ramon y Cajal's drawings.

Accordingly, we distribute cell computations in three layers. Those computations are,

in general, compatible with commonly accepted neural processes. It has not been

necessary to postulate an exclusively inhibitory ring, although the model cell receives

information from an area wider than the responsive retinal field. Some cellular prop-

erties appear as consequences of the model structure. As a consequence, it is not

necessary to make ad hoc hypotheses to explain each of them.

The operation of the model can be summarized as follows. First, a convex func-

tion ¢, depending upon the penetration of an object into the responsive retinal field

(RRF), is defined. It is only significant when the object moves centripetally. Second,

a similar function, _, is defined, which is dependent on the size of the object, being

a maximum for one particular size. The coincidence of both is computed by the prod-

uct ¢_. Third, an inhibitory effect, X, is defined which acts upon the function ¢_.

The inhibition is large for bright objects and small for dark objects. As a result, an

activity function, _, is obtained. The pulse repetition frequency of the cell is assumed

to be proportional to _.

2. The Model

We assume that, for the purpose of the Group 2 ganglion cell operation, the photo-

receptors are connected to two different types of bipolar cells, the outputs of which are

pulses of width 5t and amplitude r. Each bipolar cell performs a different operation on

the retinal image. Let us call ni(t } and nii{t } the number of bipolar cells {belonging to

Types I or II} that fire at time t as a response to a changing image on the retina.

We postulate :

a. ni{t} is proportional to the total length of the edges in the retinal image which

are coincident with a local dimming.

b. nii(t} is proportional to the total length of the edges in the retinal image which

are coincident with local brightening.

The author has previously described 11 a model in which photoreceptors and bipolar
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cells perform in a manner similar to that postulated here.

Type I bipolar cells we term contrast-dimming detectors, whereas Type II bipolar

cells we term contrast-brightening detectors. In both cases, spatiotemporal changes

of the illumination on the photoreceptors feeding each bipolar cell are necessary to fire

the latter.

Figure XIX-1 illustrates ni(t ) and nii(t) for several bright and dark moving objects.

ii_iiiiii!iiiiii_!i!!_!i_iiiiiiiii!iii!i!iiiiiiiii!iiiiiiiiiiiiii_iiiiii_ii_iiiiiiiiiiiiiiiii_i_d i!ii!iiiiiiiiiiiiiiiii_ii_!i_i_!i!!!iiiiil

':   iii i iiiiiii iiii,i'iiiiiiiiiiiiiiiiiiii
..... _:_;_i_;_;_;_ '_iiiii!iiiiii b4__ .:i_:iiiiiiiiiiii.........................i i iiiiii!iiiiii!iiiiiii i!i!i!!ii!iiiiii...........;  iiiiiiiiiill ill i!

........................................... ;:::::::::::::::::::::::::: :::::::::::::::: :::::::::_B ::::::::::::::::::::::: :::::::::::::::::::::::::::
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hi(t) _d l+d 2 +d 3+d 4

nIi(t) a(b I +b2 +b3 +b 4

Fig. XIX-l. Equivalences of nI(t ) and nii(t ) for several moving objects.

Consider one Group 2 ganglion cell. It receives signals from Types I and II bipolar

cells, and processes these signals in three computation layers (Fig. XIX-2).

In layer l, pulses emanating from Type I bipolar cells are collected over a circular

area equal to the RRF of the ganglion cell. Each pulse originates a signal level that

is maintained for a time At. (At is made equal to the transit time across the RRF of

the slowest object to be detected by the cell.) We may regard this as a short-term mem-

ory. Let nl(t) be the number of pulses impinging on layer 1 at time t. Nl(t) , the number

of existing signals levels at time t, will be equal to the total number of pulses that have

reached layer 1 in the previous time interval (t-At, t). Note that Nl(t) is proportional

to the area that has been scanned by dimming, within the RRF, because of a moving

object. Furthermore, each existing signal level at time t is affected by divisional
13

inhibition, by the ensemble of incoming pulses at time t. Thus, Nl(t ) new signal
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CENTER OF
THE RRF

_'_ RF I RF
_-_ R R

TYPE I BIPOLAR CELL AXONS

,, IL L

TYPE II BIPOLAR CELL AXONS

[.]]--,
DOTS REPRESENT SYNAPTIC CONTACT.
THE COMPUTATIONS IN EACH LAYER ARE
DESCRIBED IN THE TEXT.

41 411

AXON

Fig. XIX-2. A section of Group Z ganglion cell model.

LAYER 1

- LAYER 2

LAYER 3

levels are originated, each of them having an identical value, a, defined by

a = a/[Z+bnl(t) ], (1)

where a and b are constants. For bnl(t ) >> 1, Eq. 1 becomes

a : K/[nl(t)] , (2)

where K = a/b.

In layer Z, three operations are distinguished. First, the Nl(t) signal levels from

layer 1, each of them having a value K/nl(t), interact in a manner such that a signal,

¢[Nl(t)/nl(t) ], is obtained, which has the convex shape shown in Fig. XIX-3.

¢[Nl(t)/nl(t) ] is maximum for particular value [Nl(t)/nl(t)]opt,

and for [Nl(t)/nl(t)] >/[Sl(t)/nl(t)]lim. The ratio

and is zero for Nl(t) = 0

area scanned by contrast-dimming in the RRF

[Nl(t)/nl(t)] = length of contrast-dimming in the RRF

provides a measure of the penetration of a round-shaped dark object moving into the RRF.
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Fig. XIX-3.

appropriately choosing

/opt. \ "]--_-[)lim

n1(t)

the value of constants in the function l, we can make

significant only when the image moves

centripetally across the RRF.

A particular function, _, containing

the previously mentioned characteristics

can be obtained by assuming that the

active-level signals interact by processes

commonly accepted in neurophysiology;

namely, lateral divisional inhibition,

adaptation, and spatial summation. To

demonstrate, let us assume that each

afferent active line is laterally inhibited

by all the others. If the signal level of

each line is K/hi(t), the total inhibition

upon each line is

i: k[Nl(t)-I ] • K/nl(t), (3)

where Nl(t ) is the total number of active lines, and k is a constant.

If Nl(t ) >> l, Eq. 3 becomes

I = K 1[K1 (t)/nl (t)], (4)

where K 1 = kK.

As a result of divisional inhibition, the signal in each active line becomes

A C = [K/n I(t)]/[l+Kl[Nl(t)/n 1(t)]].

If we assume that each active line is adaptive, i.e. ,

proportionally to the incoming signal,

O = A[K/nl(t)] .

where A is a constant. This is a form of linear adaptation.

From Eqs. 5 and 6, the net signal in each line is

K/nl(t)

A C - O = - A[K/nl(t)].
i + Kl[Ni(t)/nl(t)]

By spatial summation over all the N 1(t) active lines at time t,

its threshold, 8, increases

we have

(5)

(6)

(7)
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tn,ct)J all active
line s

N 1(t)/n 1 (t)

+ Kl[Nl(t)/nl(t) ] A[N1 (t)/nI(t)]1 •
(8)

Equation 8 is plotted in Fig. XIX-4 for K 1 = 1/0. ZZ R F andA = 0.25. R F is the num-

ber of contrast-dimming bipolars contained in one radius of the RRF. K 1 and A have

X RF

4,

0.061-

0.05:

0"041

0.031

0.02

0.011

0
0 0.2 0.4 0.6

Nl(t)

I XR F0.8

Fig. XIX-4.

Example of function ¢ N, (t)_.

\ n I(t)/

been chosen in a manner such that • is significant only for a round-shaped dark object

when it moves centripetally across the RRF. Again, note that the essential feature of

¢[Nl(t)/nl(t) ] is its convex shape as shown in Fig. XIX-3. There exists an infinite num-

ber of functions with these characteristics. Among them, Eq. 8 is an example, which

is compatible with neurophysiological facts. (The author 11 has previously obtained a

similarly shaped curve by assuming nonlinear divisional inhibition of the type E/e I,

where E is the excitation and I the inhibition.)

The second operation in layer 2 is performed on afferent pulses from Type I bipolar

cells over a circular area of radius R, which is wider than the RRF. Let nz(t) be the

number of incoming pulses collected at time t over this area. nz(t ) is proportional to

the total length of contrast-dimming within the circular area of radius R.

The n2(t ) pulses interact in a manner such that a function, _I,[n2(t) ], is obtained which

is similar to ¢. Thus, _I'[n2(t) ] is maximum for n2(t)op t, and it is zero for n2(t) = 0 and

for n2(t ) >_ n2(t)lim. Again, constants in _I,[n2(t)] can be computed to adjust n2(t)op t and

n2(t)li m to the experimental results.
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As an example, we assume again that the nz(t) pulses interact by lateral divisional

inhibition and that adaptation and spatial summation exists. K, can be expressed as

_I'[nz(t)] =K' I1 + nz(t)K_n2(t) Bnz(t) 1 '

(9)

where K', K_, and B are constants.

Experimental results l' 2, 9 have shown that when experimenting with dark discs, the

ganglion cell output is maximum for a disc of radius _-RF/Z , and is zero for discs of

radii larger than R F. Using these findings, we then compute K_ -- 3/wR F and B = 0. Z5.

The radius, R, of wider circular area is estimated to be R = 3.2 R F by using the cri-

terion I , 2
that a straight band wider than R F does not produce a response. The results

of Gaze and Jacobson 6 appear then as a consequence of this restriction.

The third layer 2 operation is a multiplication of the functions @ and i,. We do not

have enough neurophysiological evidence to support this assumption, although we still

tacitly assume its validity. Thus the activity function

_[Nl(t)/nl (t)] _[nz(t)]

is generated, and we consider this as the output of layer 2. (An explanation of this

hypothesis and the shapes of the curves @ and • may be given in terms of probability.

We shall discuss this point of view in a later report, since it could be applied to the

description of any nerve ceil.)

In layer 3, the outputs from the Type II bipolar cells are of concern. These afferent

pulses are collected over the RRF, and they generate signal levels that are maintained

for a time At. Let N3(t ) be the number of these levels at time t. N3(t ) is then propor-

tional to the area that has been scanned by contrast-brightening within the RRF in the

time interval (t-&t, t).

The N3(t ) signal levels are spatially summed and generate a signal

X[N 3 (t)] = CN 3 (t), (I 0)

where C is a constant. This signal affects, by divisional inhibition, the output from

layer 2. Therefore, we have

l+X"

We assume that the pulse frequency,

Thus,

f = fo a= f (®_/l+X)0

where f is a constant.
o

(II)

f, of the ganglion cell is proportional to _2.

(Iz)
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The value of constant C in Eq. 10 can be chosen to achieve a cell output for bright

objects suitably less than that for dark objects.

3. Discussion

The performance of the model can be derived from Eq. lZ. For purposes of illus-

tration, we shall assume that • and @ are given by Eqs. 8 and 9, respectively. Con-

stant C is fixed by the arbitrary condition that the maximum response for a bright disc

f (pul ses s,_ 1)

Fig. XIX-5.

40

32

24

16

0

DIRECTION OF
MOTION

/

0.5 1 1.5

PENETRATION (fraction of RF) v

Output of the model versus penetration of different
objects into the RRF.

RRF/8 wide is 1/10 of that which would have resulted without the inhibition produced by

X. This condition gives C = 60 RF 2. The maximum pulse frequency 8 is approximately

40 pulses • sec -1, which fixes K = K' = 1 and fo = 300/RF sec. The pulse frequency of

the ganglion-cell model is plotted against the penetration of the leading edge of the object

crossing the RRF in Fig. XIX-5. Curves (a), (b), and (c) are for dark discs of radii

0. lZ5 RF, 0. 5 RF, and 0.75 R F, respectively. Curves (d), (e), and (f) are for bright

discs of radii 0. 125 RF, 0.5 RF, and 0.75, respectively.

Following are some of the consequences that may be derived from the characteristics

of the model.

a. No response occurs to a general change in illumination. (In agreement with

Lettvin, Maturana, and co-workers. 1,2, 10 }

b. A corner may produce a response. (In agreement with Maturana. 2)
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c. Several small object images moving simultaneously in the RRF may produce
1,2

either very small of null responses. This is in accord with Lettvin's observation.

d. No evidence of the annulus surrounding the RRF can be detected by fixed dark

or light spots with a simultaneous moving testing spot. This is in agreement with

Grusser-Cornehls and co-workers. 8

e. If the spots in the surrounding ring move, however, the response to the testing

spot may be either increased or decreased, the amount depending on the size of the spots.

This is in agreement with Grusser and co-workers. 9

The Group 2 ganglion cells respond for approximately one second after an object has

entered and stops in the RRF. This response is erased by a corresponding step to dark-
1 2, 10

ness. ' In the model, however, the response disappears when the object is stopped

within the RRF. The persistence of the response might be explained by feedback from

the rectum, as suggested by Lettvin.10 If we assume that tectal feedback acts on the

Type I of the bipolar cells, and that the feedback has the same effect as that of dimming,

the ganglion cell will provide an output as long as feedback exists. This can be formu-

lated in the following manner. Boolian magnitudes C(t), D(t), F(t), and Bi(t) are

defined as follows:

C(t) is 1 if contrast exists, at time t, in the field of a Type I bipolar cell

0 if there is no contrast

D(t) is 1 if dimming occurs, at time t, in the field of a Type I bipolar cell

0 if there is no dimming

F(t) is 1 if there is feedback from tectum, at time t, on a Type I bipolar cell

0 if there is no feedback

BI(t ) is 1 if the Type I bipolar cell fires at time t.

0 if it does not fire.

The condition for Type I bipolar cell firing is then the Boolian expression

Bi(t ) : C(t)- [D(t)+F(t)]. (14)

Feedback from the rectum must be maintained for approximately 1 sec after local

dimming has disappeared. This feedback might be provided by the newness ceils of the
10

tectum.
R. Moreno-Diaz
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B. EXPERIMENT DEALING WITH THE DEVELOPMENT OF LOGICAL AND

ABSTRACT THOUGHT IN YOUNG CHILDREN

I. A Concept Formation Experiment

The purpose of this research was to study the development of logical and abstract

thought in young children. To determine the thought processes used by the child in the

solution of such problems.

2. Method

Our method was a modified version of Dr. Jean Piaget's techniques. The child was

placed in a typical experimental testing situation. He was presented with familiar
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objects such as rubber animals, and questioned as to color, form, size, and number.

The child was then led, by the use of clinical techniques, explain and defend his soiution.

I wanted to know: Did the child understand the question; Was he answering the whole

question or only a part of it; Was he answering the question asked or something he

thought was being asked; Was he just verbalizing or did he have some degree of insight?

Correct and incorrect responses were analyzed.

3. The Subjects

Fifty-one children were tested on three separate occasions. The sample consisted

of 36 "average" children from the Newton Public Schools and 15 children from the M.I.T.

Day Camp. The age range was from 5 to 11 years. Grades: 1,2, 3, 5, 6.

4. Results

The thought processes involved were clearly demonstrated in the test asking, "Are

there more lions o_xr more animals on the table in front of you?" Seventy-three per cent

of our children said that "There were more lions than animals." Only 27% realized that

lions were animals as well as being lions. The percentages of lion choice and of animal

choice are listed below according to grade.

Grade Lion Animal

I 87% 17%

II 57% 43%

nI 100% 0%

IV 63% Z7%

VI 57% 43%

The children tended to separate lions and animals into distinct groups. There was

a juxtapositioning of the two groups. The lions were seen as group A, while the animals

were thought to belong to group B. Lions were seen as a different kind of an animal.

When answering "Lions" the child felt that his answer was perfectly logical and cor-

rect. The child was actually answering only one part of the question, or had changed

the meaning of the question into one which he could understand and answer. This

appears to follow Piaget's schemata of classification-the application of familiar

schemata to a new situation and of application of one different solution at one time.

The children in grades 5 and 6 could realize that a lion was an animal when

they were asked. The children in the lower grades remained firm in their con-

viction that a lion could not be an animal. The younger children, also could not
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Fig. XlX- 6.

MORE LIONS OR MORE ANIMALS?

Z
I,I

..--I
i

"I-
L2
ii

O

I..U

Z

6--

4--

2--

0

I \ I
/ \

/ \ I
d' \ I

I I I
1 2 3 4

GRADES

• = MORE LIONS

o = MORE ANIMALS

-- 73O/o OF THE CHILDREN
--27% OF THE CHILDREN

I
5

Results from 36 Newton (Massachusetts) school children.

accept mixed sizes of the same animal as belonging to one group. Color presented no

problem.

Figure XIX-6 indicates no real pattern of development of logical thought at a pre-

adolescent age. The child just has it or he does not. The children tend to parrot

"proper" answers long before they truly understand what they are talking about.

Sylvia G. Rabin

C. STEREOMICROSCOPY WITH ONE OBJECTIVE

It can be very difficult to make out spatial relations in thick histological sections.

The obvious answer is to use a stereomicroscope, but most commercial stereomicro-

scopes do not give useful magnification above approximately 50X, and provide only

rudimentary staging and lighting facilities.

Faced with such a problem, we re-invented an old method for obtaining stereo images

from a single objective. Our solution takes the form of a simple and inexpensive modi-

fication which can be made to most microscopes equipped with a binocular body. It

gives a true stereo image, and does not interfere with normal use of the microscope

Because of the wide aperture of microscope objectives, the left- and right-hand parts

of the objective "look at" the subject from significantly different angles. Therefore, if

the rays from each half of the objective are sent to the corresponding eye, a stereo image
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results. (Actually, because the image is inverted the rays from the left half of the objec-

tive should go to the right eye, and vice versa, if an orthoscopic image is desired.}

We use Polaroids to sort out the rays from the two halves of the objective. At the

objective, we place a disc made from two pieces of Polaroid filter cemented together; one

half of the disc is polarized "vertically" (i. e., in the observer's plane of symmetry} and

the other half "horizontally." Corresponding Polaroid filters in the oculars sort out the

rays.

The split filter can be obtained from the Polaroid Corporation (split field disc 0 °-

90°}. This split filter is placed just below the diaphragm at the top of the objective.

This placement works well with objectives up to 40X. With oil immersion objectives,

however, there is a vignetting effect -- each eye sees only half the field illuminated -- and

the method is not usable.

The image quality is acceptable for most purposes; there is, however, a noticeable

loss of resolution at high powers. Some of the loss may be due to the loss in numerical

aperture (N. A.), since each eye sees an image made with only half of the objective. We

suspect that some of it is a psychological result of the fact that the "circles" of confusion

are no longer round, and are differently shaped for each eye. If viewed through oculars

without Polaroids, a nonstereo View is obtained. In this view, there is still some loss

of resolution, perhaps owing to the extra optical path length introduced by the filter at a

critical point in the system. There is also some loss of contrast, because of scattering

at the cemented filter junction, and diffusion in the Polaroid material itself.

Needless to say, the filter at the objective should be of good quality. It also helps to

begin with a good image, by using objectives of large N.A. and avoiding high-power eye-

pieces. The quality of the eyepiece filters is comparatively unimportant.

The axes of the halves of the split filter should be as described - parallel to and

normal to the observer's plane of symmetry. It is not sufficient for them merely to be

perpendicular to each other, or there will be loss of polarization in the prisms of the

binocular body. When they are as described, there is no serious loss of polarization in

any style of microscope that we have tried.

One last note is in order. At low powers, say, below 200X, it is possible to obtain

a stereo View without any extra equipment at all! All that is necessary is to adjust the

oculars so that they are slightly closer together than the observer's interpupillary dis-

tance. When this is done, the pupils of the observer's eye each mask off a part of the

exit pupil of each ocular. Since the exit pupils are optical images of the objective, this

has the same effect as masking the objective itself. This is a trick worth knowing,

although it only works at low powers and produces eyestrain if used for prolonged

periods.

The use of Polaroids for splitting the objective may be novel; but the fundamental idea
1,2,4-9is far from new and pupillary masking is mentioned by Ives. 3 For some reason,
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binocular microscopes on this principle have almost completely disappeared from

the scene. Perhaps it is time for a revival.

D. P. Smith
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D. SPECIAL FUNCTION THEORY

o0

Properties of the polylogarithm function Liv(z ) = E zn/n v have been examined for
n= 1

compiex order and argument. The results of this investigation have been submitted

for publication to Annal______jidi Matematica. The chief findings are summarized below.

Section 1 dealt with defining relations and integral representations. The principal

new result was

P

dPLiv(z) 1 _ s(m) Liv_m(Z)
dz p z p P

m=l

where the S (m) are Stirling numbers of the first kind.
P

Section Z presented a generalized proof of the well-known factorization theorem and

a derivation of the new expansion

ImLiv(Zk) = m! lnm zLiv-m "

m=0
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Section 3 discussed various expansions in z, the most novel of which was

Liv(z)

v-1 M

r(v+l) F(v) (l-V)m_-m Lim+l(e-i0)+ (-l)m+ILim+l(ei0) '
m=0

where 0 < 0 = arg z < 2_, in [z[ = y >>1, and RE v > 0.

Section 4 discussed various expansions in v, the most novel of which was

_,N zn+ _{[z[ N+I F(vl}_Liv(Z } = _ ....n v
n=l N v' IF(v) ]J

where v' = RE v > 0 and 0< arg z< 2_.

In Section 5 were placed results on the expansion of functions in terms of polylog-

arithms; the most novel of these was

Liv(Z) = z+ z

cO

ap(V) Liv+p(Z),
__J

p=O

where RE v < 0 and

ap(-V) =

F(I-_)

r(l-v-p) r(l+p)

Section 6 concluded the paper and contained a brief discussion of unsolved problems

relating to the polytogarithm.

W. F. Pickard
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E. RECEPTOR POTENTIALS IN RETINULAR CELLS IN LIMULUS

The photoreceptor unit of the compound lateral eye of the horseshoe crab, Limulus

polyphemus, is the ommatidiurn. Each ommatidium has two kinds of cells involved in

the transduction and transmission of photic information to brain: the retinular cells,

numbering 8 to 20, which are the photoreceptor cells, and the (usually) single eccentric

cell, which is the first-order neuron in the visual pathway. Light incident on the omma-

tidium is absorbed by the visual pigment rhodopsin, l By some still unknown means this

leads to a depolarization of the retinular cells. This depolarization is transmitted to the
2

eccentric cell via an electrotonic synapse. When the eccentric cell is depolarized to a

threshold valve, all-or-none action potentials are generated, wh{ch propagate along its

axon to the optic lobe of the brain. 3' 4 Also, some integration of the photic information

occurs via lateral inhibition in the plexus just central to the ommatidia. 4

Thus, while a good deal is Imown about the means by which photically evoked elec-

trical signals, once produced, are transmitted from cell to cell and conducted to the

brain, little is known of the mechanisms by which the absorption of light by rhodopsin

leads to a potential change (the receptor potential) across the retinular cell membrane.

The nature of this energy transduction from light to electricity remains an important

unknown in visual physiology.

In order to gain some insight into the nature of the coupling between the visual pig-

ment and the photoreceptor membrane, the light-evoked potential changes in retinular

cells have been investigated with intracellularly placed double-barrel microelectrodes.

With such an arrangement, extrinsic current may be passed through the cell membrane

via one barrel and the membrane potential measured with the other. The changes in

V

[_

IOmsec

._...J t

Fig. XIX-7

Receptor potential (upper trace) evoked by

long pulse of light (lower trace) of moderate

intensity. Pulse on voltage trace is i0 mv

and i0 msec. T, W, P and O indicate tran-

sient, wave, plateau, and "off" responses,

respectively.

membrane potential produced by light

and by the interactions of light and in-

jected current may also be observed.

The dark-adapted retinular cell has

resting membrane potential of 40-50

millivolts, the inside of the cell nega-

tive with respect to an extracellularly

placed reference electrode. The recep-

tor potential evoked by a long pulse of

light is a complicated waveform which

may be divided into four components

(Fig. XIX-7). Several milliseconds

after the onset of the light pulse, the

response begins with a depolarizing

transient (T in Figs. KIN-7 and XlN-8).
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10 my

lOOmsec _

TL •

4

I ON

W

A A A
LI L2 L3

Fig. XIX- 8. Occlusion of current and light-evoked transients. Superimposed line draw-
ings from separate single traces. Upper trace is voltage-time recording
with intracellular microelectrode from a retinular cell. Lower trace indi-

cates short light pulses. Voltage-time calibration is 10 my, 100 msec.
Trace i is response of cell to a step of polarizing current beginning at I

ON. Current-evoked transient is T I. Trace 2 shows transient (T L) and

wave (W) evoked by a short pulse of light (L2). Trace 3 is interaction of the

same light pulse (applied during L 3) and the same current step with a long

delay between their onsets. Trace 4 is the same as Trace 3 with a short

delay between onset of current and light. Note in 4 the occlusion of T L.

This is followed by a slow wave, (W), of depolarization. Subsequently, the potential

repolarizes to a plateau, P, whose steady-state level, however, is more depolarized

than the membrane potential in the dark. Following cessation of the light, the potential

returns to its resting level in one of two ways. After long or intense lights, the membrane

potential first repolarizes to a potential level greater (more hyperpolarized) than its

resting value and then decays to that value. After short or dim lights, the potential

shows no hyperpolarizing undershoot, but returns to its resting level (O in Fig. XIX-7).

These various components will be examined seriatim.

Extrinsic depolarizing current applied through the microeleetrode evokes a transient

which has a threshold, T I (see Fig. XIX-8). Interaction of this current-evoked tran-

sient with that generated by light shows that they occlude (see Fig. XIX-8). These data

suggest that both transients arise via the same mechanism and are an inherent property

of the retinular cell membrane. The transient appears to be regenerative but not prop-

agated. It is not, however, a true all-or-none action potential or spike for several rea-

sons: (i) its peak amplitude is inconstant and varies with the degree of depolarization;
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(ii) its duration is an inverse function of its amplitude; (iii) it has a variable refractory

period; and (iv) its threshold is a function of the membrane potential (i. e., the greater

the resting membrane potential, the larger the membrane potential level of the apparent

threshold).

Short light pulses evoke only the transient and wave components (Figs. XIX-7 and

XIX-8). Increasing (hyperpolarizing) the membrane potential with current via the micro-

electrode increases the amplitude of both components (Figs. XIX-9 and XIX-10). Con-

versely, depolarization decreases both and when the membrane potential is reversed

(i. e., the inside made positive) the wave reverses its polarity (i. e., becomes negative-

going) (D 1 and D 2, Fig. XlX-9). Since at small values of membrane potential the tran-

sient often becomes obscure, its reversal potential is not easy to specify with certainty.

It appears (Fig. XIX-9, D 1 and D2), however, to be at some positive potential value.

Time-varying impedance measurements indicate that the wave is associated with a large

increase in conductance. Thus the wave appears to be a consequence of a virtual short-

circuiting of the membrane impedance.

If, during the plateau phase of the response, a short pulse of current is injected, the

steady-state potential evoked is a measure of the slope resistance of the membrane. If,

in the dark, the membrane is depolarized with extrinsic current to the same absolute

membrane potential reached during the light-evoked plateau and if the same short cur-

rent pulse is then injected, the identical steady-state potential is recorded. This indi-

cates that a steady-state potential level, whether generated by light or current, is

associated with the same membrane conductance and suggests that the plateau response

is produced via a light-activated constant-current source.

The plateau response can also be studied by examining the current-voltage charac-

teristics of the retinular cell membrane in the dark and under the condition of continu-

ous illumination (Fig. XIX-10). In the dark (curve D), the membrane shows double

rectification. Near resting potential, the resistance is greater to hyperpolarizing than

to depolarizing currents. When, however, the membrane potential is reversed (inside

positive) the resistance again increases with further depolarization. With intense, con-

tinuous light (curve L2), the increased resistance with hyperpolarization persists, but

requires more current to demonstrate. The increased resistance to large depolarizing

currents, however, is no longer demonstrable. If from the I-V curve obtained in the
I-I

Sl is plotted against V (where I is the saturation current obtained

light, the log Is 1 sl

from the "dark" I-V curves and is defined as the asymptotic current measured from

resting potential required to produce a graphically projected infinite voltage), a straight

line results. If the I-V curve obtained in the light is subtracted from the I-V curve ob-

I - Is2
tained in the dark and, from the resultant curve, the log versus V is plotted

Is 2
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2O

--_'_-20

r:_
E

_-40

-6O

-80

20 msec

D 2

D 1

Fig. XIX-9. Effects of changing membrane potential on light-evoked transient and wave.
Superimposed line drawings from separate single traces. Calibration is
10 my and 20 msec. Onset of short light pulse indicated by arrow under
Trace H. Potential in millivolts with respect to extracellular reference
electrode. Trace R is response to light pulse in the absence of extrinsic
current. Trace H is response to identical light pulse after the membrane

potential was hyperpolarized with extrinsic current. Traces D 1 and D 2

show response after membrane potential was depolarized to successively
higher levels. Note that the peak of the wave reverses near V = 0 while the
transient reverses at a positive potential.

Is

CURR£ NT TH'ROUGH MICROE LECTRODE_"(namps) j I_[---2 t:

-5 0 5 10 15 I rZ 20

-2o;-
-4o

L2

15',1
-_, r"- -v

Is 1

Fig. XlX- 10.

Current-voltage characteristics m e a s u r e d
with double-barrel microelectrode in retinu-

lar cell. Current in namps passed through
microelectrode; voltage in millivolts with
respect to extracellular reference electrode.

V D is resting potential in the dark. Three

curves show characteristic in the dark (D)

and at moderate (L 1) and high (L 2) light in-

tensities. Vertical line through closed circles
on each curve joins steady-state membrane
potentials. I and I are reversed satu-

s I s2

ration currents for diodes D 1 and D 2 of
Fig. XIX- 1 I.

QPR No. 81 245



(XIX. NEUROPHYSIOLOGY}

f---

IN

I
DI vR

D2 RR

I
OUT

Fig. XIX- Ii.

Equivalent electrical circuit for retinular
cell membrane under steady-state condi-
tions. IN is intracellular; OUT is extra-

cellular. D I and D 2 are semiconductor-

like diodes. V R is resting membrane

voltage. R R is a resistance whose value

is high with respect to the reverse re-

sistance of diodes D I and D 2. R L is the

resistance whose value is greater than

the reverse resistance of D 2 in the dark

and is reduced by light (qS). V L is a bat-

tery whose current output is increased by

light.

(with the appropriate adjustments in sign

of I and V), another straight line is

obtained. (Here, I is also obtained
s 2

from the "dark" curve and is defined as

the asymptotic current, measured from

V = 0, required to produce a graphically

projected infinite voltage.} These results

suggest that the equivalent circuit for the

resting retinular cell membrane is two

semiconductorlike diodes placed back to

back (Fig. XIX- 11). At resting potential

one diode (D 2) (revealed only by mem-

brane potential reversal in the dark} is

partially forward-biased. Moreover,

these results suggest that the action of

intense light is to short-circuit com-

pletely this diode D2, and that there is

a marked increase in conductance of a

resistor (R L) in parallel with D 2. (The

conductance of R L in the dark is much

less than D2; however, its value in in-

tense lights is much greater than D2.)

Also, detectable current is now drawn from V L, a battery in series with R L and in

parallel with D 2. Furthermore, it would appear that the other diode (D 1, revealed by

the increased resistance with hyperpolarization) is not altered by light. This is further

suggested by the observation that translation of the "light" I-V curve onto the "dark"

I-V curve reveals virtual superposition of the two curves over the range -15 to -100my

("dark" values}.

If these observations are substantially correct, three conclusions may be allowed.

First, the mechanism of the apparent constant-current source is a short-circuiting of

one diode (D 2) and the attendant activation of a previously occult battery. The potential

clmnges which result are a consequence of the currents so generated flowing across the

other, unaltered diode (D1). Second, the over-all slope conductance of the membrane

changes, but this is mainly due to forward-biasing the passive diode (D1), which is the

major determinant of slope resistance in the physiological range of steady-state mem-

brane potentials, and not to a short-circuiting of the entire membrane, as in the wave

response.

The third conclusion is that the Weber-Fechner relationship may be a consequence

of the membrane characteristics of the photoreceptor cell. Previous experiments have

QPR No. 81 246



(X]X. NEUROPHYSIOLOGY)

shown (i) that the steady-state firing frequency of eccentric cells is a logarithmic func-

tion of light intensity3; (ii) the firing frequency of eccentric cells is a linear function of

their membrane potential3; (iii) steady-state membrane potential changes in eccentric

and retinular cells are a logarithmic function of light intensity5; and (iv) "physiological-

range" depolarizations of retinular cells by extrinsic current are linearly transmitted

to eccentric cells. 6 We have shown here that light and current can evoke indistinguish-

able steady-state changes in retinular cells and thus, presumably, light generates a

current linearly related to its intensity. This presumption is supported by the previous

conclusions and observations, viz., given a logarithmic I-V curve and a logarithmic

relationship between light intensity and membrane potential change, light intensity and

current must be linearly related over the ranges studied.

Two ancillary observations of the above studies are worthy of note. First, the I-V

curves show a hysteresis effect, i. e., the removal of extrinsic current produces an

increased conductance of the retinular cell membrane which may last hundreds of milli-

seconds and is associated with depolarizing oscillations, often of sufficient magnitude

to fire the eccentric cell. 2 The second is that large hyperpolarizing and depolarizing

currents produce reversible "punch-through" or "breakaown" effects in the two diodes

in a manner similar to actual semiconductor diodes (the Z's, in Fig. XIX-10).

The "off" response, produced by the removal of light, has been little studied, even

in the experiments reported here. By analyzing the time-varying impedance changes,

however, we have found that this phase of the response is associated with an impedance

greater than the resting, "dark" impedance. This is the case even in those responses

that do not show a hyperpolarizing undershoot.

These various experiments define in an operational way the mechanisms by which

light evokes potential changes in Limulus photoreceptors. As in most cells, the recorded

potentials are a consequence of a complex electrochemical system involving a membrane

and both intracellular and extracellular spaces composed of ionic solutions. It might be

expected, therefore, that one might produce alterations, perhaps specific, by manipula-

tion of the ionic composition of the extracellular medium.

Previous experiments have shown that, again as in most cells, the resting potential

is essentially a function of the ratio of the concentration of potassium between the inside
6

and outside of the membrane in a manner predicted by the Nernst equation. We have

found that alteration of the extracellular concentration of chloride (replacement with sul-

fate) produces little or no effect on any measured characteristics of retinular cells.

Replacement of extracellular sodium with TrisH + (keeping osmolarity and pH constant),

however, completely and reversibly abolishes the responsiveness of retinular cells to

light without altering the I-V curves for values near resting potential. Such cells cease

to act as photoreceptors. Thus, as far as the receptor potential is concerned, the action

of light on photoreceptors appears to be involved with the mechanisms by which the
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permeability of the membrane to sodium ions is regulated.

In summary, we have defined the area of interest to be the means by which the chem-

ical alterations in rhodopsin produced by its absorption of light energy are transduced

or coupled to the receptor cell membrane. In pursuing this question we have analyzed

the mechanisms by which the resultant potential changes are produced. The initial,

transient portion of the response appears to be an inherent property of the membrane

to any depolarization of sufficient magnitude. The wave seems to involve a virtual but

brief short-circuiting of the membrane impedance. The plateau or steady-state response

to light appears to involve constant-current type of generator and we have suggested the

way in which this unusual and unexpected mechanism operates, viz., the short-circuiting

of a diode and the activation of a battery. We have mentioned, in passing, how the recep-

tor membrane characteristic might account for the Weber-Fechner relationship in Lim_ -

ulu____sphotoreeeptors. Moreover, we have suggested that the "off" response is an active

process involving an increase in over-all membrane impedance. Finally, we have indi-

cated that the alterations in membrane potential by light appear to involve the means by

which the absorption of photie energy by rhodopsin leads to an increase in the permea-

bility of the photoreceptor membrane to sodium ions.

A good deal of the credit for any experimental successes and valid interpretations

reported here must go to Dr. Fritz Bauman, Institut de Physiologie, Ecole de M6dicine,

Geneva, Switzerland, and Dr. M. G. F. Fuortes, Ophthalmology Branch, NINDB, NIH,

Bethesda, Maryland, who collaborated in various phases of these researches. The author

alone, however, assumes responsibility for the present report.

T. G. Smith, Jr.
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F. DIRECT PHOTOELECTRIC EFFECT IN PHOTORECEPTOR CELL MEMBRANES

When an eye is illuminated, the energy in the incident photons is absorbed by a visual

pigment (e. g., rhodopsin), which is a constituent of the photoreceptor cells (rods, cones,

retinular cells). This process then leads to a change in the membrane potential of the

photoreceptor cell, the so-called receptor potential. In the lateral eye of the horseshoe

crab, Limulus polyphemus, this potential change appears to be primarily a consequence

of an increase in the permeability of the retinular cell membrane to sodium ions (see

See. XVIII-E).

When the eye is stimulated with a pulse of light of moderate intensity there is a

latency of several milliseconds between the onset of the light and the beginning of the

receptor potential. This delay may indicate that there are one or more steps intervening

between the absorption of light by the visual pigment and the onset of the receptor poten-

tial. Considerable interest has been generated, therefore, by the recent discovery the

so-called early receptor potential (ERP).I' Z The ERP, which has been observed only

with extracellular recordings in vertebrate eyes, has the following characteristics:

(i) its latency of onset is of a few microseconds; (ii) it persists when the cells of the

eye are depolarized with potassium ions; (iii) it persists at temperatures as low as

-35 °C; (iv) it has, in the albino rat, the action spectrum of rhodopsin; and (v) its ampIi-

tude is linearly related to the member of rhodopsin molecules bleached. 1"3 For these

reasons, the ERP has been interpreted as a direct manifestation of the absorption of light

by the visual pigment and perhaps represents a change in the dipole configuration of the

pigment molecule.

Efforts to record an ERP in invertebrate eyes have previously been unsuccessful. In

an attempt to elicit the response in the lateral eye of the horseshoe crab, a 100-watt

mercury-arc lamp and an optical system were employed which would focus several mil-

liwatts of radiant power per square centimeter onto a spot 100 _ in diameter (the diam-

eter of one ommatidium). With a shutter arrangement, light pulses as short as 3 msec

could be produced. With such intense lights, considerable care must be taken to shield

those components of the recording system (e. g., Ag-AgC1 wires) which might generate

photoelectric effects. Since the tip of the KCl-filled micropipette, however, must be in

the light beam when located inside a retinnlar cell, it was necessary to investigate the

effects of intense lights on microelectrode tips. Lights of the intensity employed during

the biological experiments produce a photoconductive effect in KC1 microelectrodes. In

our recording system (peak-to-peak noise 50 _V, input impedance 10 lz ohms, grid cur-

rent less than 10 -lz amp ) this increased conductance is detectable only with currents

greater than 10 -10 amp flowing through the microelectrode. Thus KC1 microelectrodes

show no detectable photovoltaic effect. Moreover, no effects could be produced by filling

the microelectrode with KC1 saturated with methylene blue or after plugging the tips of
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the microelectrode with tissue fragments from the crab's eye. Thus all observations
reported here were recorded in a system with the appropriate light shielding andwith
grid current of the order of 10-12 amp.

5msec

Fig. XIX-I2.

Photoelectric potential (PEP) from retinular
cell. Upper trace is voltage-time recording
via intracellular microelectrode. R P is

receptor potential. Calibration pulse is
I mV and 5 msec. Lower trace shows the

application of a brief, intense pulse of light.

When a short pulse of our most intense light stimulates a retinular cell whose trans-

membrane potential is recorded with an intracellular microelectrode, a depolarizing

potential of 0.5-1.2 mV amplitude is evoked {Fig. XIX-12). The latency of the potential

is less than a millisecond and the potential lasts for the duration of the light pulse. Since

the mechanism underlying this response has yet to be completely elucidated, we shall

call it a photoelectric potential {PEP) rather than an ERP, whereby a specific mechanism

is implied.

When a micropipette is extracellularly located, but pressed against the retinular cell

membrane, the polarity of the PEP and the receptor potential are both reversed in sign

(i. e., now negative-going). Withdrawal of the pipette, only a few microns results in

simultaneous loss of both the PEP and the receptor potential. This suggests that both a

arise from the retinular cell. Like the ERP, the PEP persists when the cell is depolar-

ized with extracellular potassium ions and when the tissue is frozen (to -10°C, the tem-

perature below which recording from a KC1 pipette is no longer practicable}. Moreover,

the amplitude of the PEP is linearly related to light intensity. The PEP shows, however,

little evidence of light adaptation. If repetitive light pulses are delivered to a dark-

adapted eye, the second and subsequent PEP's are only slightly smaller than the first.

This observation does not so readily distinguish the PEP from the ERP as it might first

appear. In the first place, the ERP does not completely light-adapt in vertebrate eyes,

where the visual pigment is bleached. 4 This unadaptable ERP is presumably due to light-

regenerated rhodopsin. Second, most invertebrate rhodopsins do not bleach at physio-

logical temperatures and are readily regenerated by light. 5

When two separate single-barrel microelectrodes are placed within the same retin-

ular cell, current may be passed through one electrode across the cell membrane and

the resultant potential changes observed with the other. The effects of changing mem-

brane potential on the PEP can then be studied without having a photoconductive effect
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in the recording electrode. Hyperpolarization of the retinular cell membrane increases

the amplitude of the PEP. Conversely, depolarization decreases its amplitude. More-

over, when the membrane potential is forced to values more positive than a level some-

where near zero membrane potential, the polarity of the PEP is reversed. These

observations suggest that the PEP arises from some structure electrically in series with

the recording system between the inside and outside of the cell. Presumably this is the

membrane itself. An alternative mechanism would appear to be excluded, viz. the injec-

tion of a positive charge into the intracellular space of the cell from some exclusively

intracellularly located compartment or molecule. If such a mechanism were operative,

it would not be possible to reverse the sign of the PEP by passing current across the

membrane.

Thus the PEP appears to be a response evoked by light from some component of the

retinular cell membrane and has some of the characteristics of the ERP. It remains to

be shown, however, that the PEP has anything to do with vision. The evidence that we

have on this important point is inconclusive. The PEP can be recorded from the eccen-

tric cell of the Limulus eye and from other cells that do not otherwise respond to light.

The latter may be the pigment cells known to envelop the ommatidium. In an experiment

performed in collaboration with Mr. James Anderson of the Communications Biophysics

Group a PEP was recorded from pigmented cells in the cerebral and abdominal ganglion

of the sea-slug, Aplysia californica. These experiments would suggest that the PEP is

a general property of pigmented cells, which is consistent with the recent observations

that ERP-like responses can be recorded from isolated pigment epithelium of the frog

and rat eye. 6'
7

Our light source is insufficiently intense to allow a detailed examination of the action

spectrum of the PEP with interference filters. Employing broadband and highpass and

lowpass interference filters, however, we have found that the response is most sensitive

to lights in the visual spectrum and less so to the deep-blue, the near ultraviolet, the

far red, and the near infrared. We cannot, at present, specify the wave length of maxi-

mum sensitivity. If the PEP were mainly or exclusively due to rhodopsin, a peak in the
8

action spectrum should occur near 520 rn_.

In an effort to define the action spectrum in some detail, we have recently begun a

series of experiments employing argon and krypton lasers. Such light sources have suf-

ficient energy at a number of monochromatic lines to evoke the PEP. The results are

still not definitive.

While there is insufficient evidence at present to suggest that the PEP, like the ERP,

is a direct manifestation of the absorption of light by visual pigments, should that turn

out to be the case the experiments reported in this communication bear importantly on

the question of the physical location of such pigments in photoreceptors. They indicate

that the pigment molecules are so intimately associated with the cell membrane as to be
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a componentof the electrical circuit betweenthe inside andoutside of the cell and may
actually bea molecular constituent of that membrane. The location of the photopigment
within the photoreceptormembranehas important implications for the possible mechan-
isms by which its absorption of light leads to the production of the generator potential.
Certain kinds of mechanismswouldappear to be excluded. For example, the release by
an intracellularly located structure of a transmitter-like substancewhich acts on the
inner surface of the receptor membranewould seemnot to be involved. Instead some
meansby which the alteration of the pigmentmolecule by light canaffect those {presum-
ably) nearbymembranecomponentswhich control the membranes' permeability to
sodium ions wouldappear to be a more probable mechanism.

T. G. Smith, Jr., J. E. Brown
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A. FURTHER COMPUTATIONS USING NEWTON'S METHOD FOR FINDING

COMPLEX ROOTS OF A TRANSCENDENTAL EQUATION*

Because of our prior success 1 with Newton's method, we used the same technique

on the following, more complicated equation. Given real values for a and 13, solve for

v as a function of y (0--<y- < 10):

2 K 2
V xy

--=--+K
_2vZ Kxx YY'

where

KxY = J_ L v(v-N) (v-N) z J
N=-=

Z
a

K =l---
xx Z

Y

o0

N-- moo

_ _ZNZJN

L vlu-N)

K =,_o2  2(j
N=-= L Vv(v-N)

JN = JN (Y)' is the nth-order Bessel function of the first kind. All derivatives are

taken with respect to y.

Because we expected roots near integer values of v, we chose the same method 1 as

before to estimate their value. The resulting sixth-degree polynomial yielded roots

which, when used as initial guesses in Newton's method, approximated the roots in most

cases to two significant figures. Once a root had been determined to the desired accu-

racy, y was varied by a small amount (usually 0.1 or 0.05) and the root used as the new

initial guess. This eliminated solving the sixth-degree polynomial at each step.

This procedure broke down in the region where y changed from a pure real to a com-

plex root (but not in the reverse situation). If the initial guess were pure real, the

This work was supported by the National Science Foundation (Grant GK-614).
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Z
computer program could only generate real computationsbecausenoneof the arithmetic
operations led to complexnumbers. In the reverse situation, however, starting with a
complex initial guessand performing several iterations of Newton's method, the pro-
gram wouldmake the imaginary part of the root disappear.

A seconddifficulty with this procedure waskeeping on the samebranch of the root.
In this particular problem we were more interested in seeingthe changein the root as
wevaried _ than in finding all roots for a given _. In the regions where Newton's
method couldnot convergeor in the transition regions described above, the program
jumpedbranches to find roots outside our range of interest. We had to keep a constant
watchon the calculations. These difficulties might possibly havebeen solvedby judi-
cious programming, but the computer time andhumaneffort involved would outweigh
the advantages.Here the availability of a time-sharing computer solved a problem which
otherwise might not havebeenattempted.

Martha M. Pennell
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